
Surface Forcings 

Without a boltom boundary on the atmosphere there would be no boundary layer. 
Friction at the surface slows the wind, and heat and moisture fluxes from the surface 
modify the state of the boundary layer. The heat and moisture fluxes are driven, in turn, 
by the external forcings such as radiation from the sun or transpiration from plants. 
Forcings across the top of the boundary layer also alter mean characteristics within it. 

In this chapter we examine some of the external forcings, and show how those 
forcings and fluxes can be parameterized. Unfortunately, we cannot use any of the 
methods discussed in Chapter 6, because those methods apply only within a volume of 
air. For fluxes between a solid surface and air, we need to develop a different set of 
parameterizations, such as are discussed below. 

7.1 Effective Surface Turbulent Flux 

Turbulence by itself cannot transfer heat, momentum, or moisture across the interface 
from the ocean or from the earth. After all, it is rather infrequently that we see clods of 
soil jumping up and down in turbulent motion. Even ocean waves and turbulence have 
little direct coupling to atmospheric turbulence. Consequently, we must consider 
molecular effects, in addition to turbulent transport. 

Molecular conduction of heat, molecular diffusion of tracers, and molecular viscous 
transfer of momentum cause transport between the surface and the lowest millimeters of 
air. Once in the air, turbulence takes over to transport momentum, heat and other 
constituents to greater depths in the atmosphere. The molecular and turbulent transport 
processes work together as sketched in Fig 7.1 . 

To simplify our equations for boundary layer evolution, we find it convenient to 
define an effective turbulent flUX that is the sum of the molecular and turbulent 
fluxes . At the surface where there is no turbulent flux, the effective surface 
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turbulent flux has a magnitude equal to that of the molecular flux. Above the lowest 
few centimeters, however, the molecular contribution is so small that it can be neglected 
compared to the turbulent flux. 

(a) (b) 

E â ú F =

o 02 -----__ _ 
W'e' (K ms") ---.-.-.-.-.----___ ú =

Fig. 7.1 (a) The effective turbulent heat flux using daytime convective 
conditions as an example, may be nonzero at the surface. (b) 
This effective flux, however, is the sum of the actual turbulent flux 
and the molecular flux. 

The thin layer of air in which molecular processes dominate is called the micro 
layer. Within this layer, molecular transport, such as conduction of heat, can be 
described by: 

(7.1) 

where va is the molecular thermal diffusivity (on the order of 2x10·S m2s·1 for air). For a 

typical kinematic heat flux of 0.2 K·m·s· I , (7.1) tells us that a temperature gradient of 
1x1Q4 K·m·! is required. This corresponds to a 10 °C temperature difference across a 
micro layer 1 mm thick. 

Such large gradients are indeed observed. Those of you who have walked barefoot 
across a black asphalt road on a sunny summer day can testify that the surface "skin" 
temperature can become burning hot to the touch, even though the air temperature may be 
a pleasant 25 or 30 °C. The hot skin temperature can create a large temperature grad-
ient in the lowest millimeters of air. These large gradients in the micro layer are also the 
cause of the mirage that we sometimes see over highways. 

From this point on, whenever we refer to a surfacf du-bulent flux in this text, we are 
really implying a surface effective flux . In this way, we can ignore the molecular 
processes, and just use turbulence equations such as (3.5.3) with the effective flux. As 
shown in Chapters 1, 3 and 4, the effective flux varies by only a small portion of its 
magnitude in the lowest tens of meters of the BL. Thus, the turbulent flux measured at the 
standard "surface" instrument shelter (screen) height of 2 m provides a good 
approximation to the effective surface turbulent flux. 
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7.2 Heat Budget at the Surface 

Picture a layer of air with its top just above the highest trees (or ocean wave crests) in 
a region, and its base just below the earth's surface (or below the wave troughs), as 
sketched in Fig 7.2a. This layer has turbulent energy transfer with the air above it, 
radiative transfer through the top of it, and molecular energy transfer into the soil (or sea) 
below. 

Fig. 7.2 Contributions to the surface energy balance (al for a finite thickness 
box and (b) for an infinitesimally thin layer. -0 s is the net radiative 
contribution, 0 H is turbulent sensible heat flux, 0 E is turbulent latent 
heat flux, -OGis molecular flux into the ground, and ll.Os is storage. 

The energy budget for this layer, where upward fluxes are positive. is: 

or 

where net upward radiation at the surface 
represents the upward sensible heat flux out of the top 
represents the upward latent heat flux out of the top 

= represents the upward molecular heat flux into the bottom 
denotes the storage or intake of internal energy (positive for 
warming and for chemical storage by photosynthesis). 

(7.2a) 

(7.2b) 

In simple terms, this is nothing more than energy in balancing energy out and 
storage. The external forcing is Q" s' and all the other terms are response terms. 
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Equation (7.2a) is in energy flux units such as I·m,2s·! or W·m,2, while (7.2b) is in 
kinematic units such as Km·s·!. Thus, the second equation is just the fIrst equation 

divided by pC;. From section 2.6, we recall that QH = (w '9 ')., and QE = (l-y/Cp)' 

(w'q') •. 

Very complex processes can occur within our imaginary layer (Geiger, 1965; Oke, 
1978; Brutsaert, 1985), such as: radiation between leaves, plants, buildings, and animals; 
turbulent circulations different from those higher in the boundary layer; vertical variations 
of the sensible and latent heat flux associated with evaporation and condensation; and 
transpiration. Because of this complexity, we have employed the simplification of a layer 
into which the net effect of all of these processes can be lumped together as ú n ë K =

Sometimes, we prefer to conceptually employ an infmitesimally thin layer, as sketched 
in Fig 7.2b. This is not a really layer, but a plane. The resulting surface heat budget 
is 

(7.2c) 

There can be no storage because there is no mass contained within a zero thickness layer. 

(8) 

(d) 

Fig. 7.3 Typical variation of terms of the surface energy balance for (a) daytime 
over land; (b) nighttime over land; (c) oasis effect of warm dry air 
advection over a moist surface; and (d) daytime over the sea with no 
advection. Arrow size indicates relative magnitude. 
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The neglect of the storage layer works well for quasi-steady-state situations where there is 
no appreciable change in the mean temperature of that layer. It also works well for flat 
barren land surfaces, and for waveless sea surfaces. 

During a late morning sunny day over land, -Q's is positive because there is more 
downward radiation entering the layer than leaving upward. QH and QE are positive 
because of heat and moisture transport away upward from the surface. -Qo is positive 
when heat is conducted downward into the ground from the warm surface (see Fig 7.3a). 

At night over land, -Q's is often negative because of the net upward longwave 
radiative cooling to space. QH is negative because of a downward heat flux from the air. 
Dew or frost formation makes QE negative. Conduction of heat from the warm ground 
up to the cooler surface makes -Qo negative. The release of stored heat from the layer 
makes f.Qg negative (see Fig 7.3b). 

The daytime and nighttime examples above demonstrate a classical behavior where the 
budget terms were either all positive duri"!j the day, or all negative at night. Typical 
diurnal evolution of terms in (7.2a) is shown in Fig 7.4 for a vegetated land surface at mid 
latitudes. 
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Fig . 7.4 Energy balance components for 25 July 1976. with cloudless skies 
at Pitt Meadows, Canada (49°N) over a 0 .25 m tall stand of irrigated 
mixed orchard and rye grass (after Oke, 1978) . 

Other nonclassical situations occur in nature, such as the oasis effect. Picture 
warm dry air blowing over a cool moist oasis (Fig 7.3c). There is strong evaporation 
from the moist ground and plants into the air, resulting in latent cooling that keeps the 
oasis at a pleasant temperature. However, this upward latent heat flux is opposed by a 
downward sensible heat flux from the warm air to the cool ground. Thus, QE and -Q's 
are positive, while QH is negative. If we focus on just these three terms, we see that the 
latent heat flux can be greater in magnitude than the solar heating, because of the additional 
energy that is extracted from the warm air by evaporation. 

The ocean budget behaves differently than the land budget because turbulence in the 
water can efficiently transport heat away from the surface and distribute it deeper in the 
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water. Also. the heat capacity (p Cv) of water is about 4000 times larger than that of air. 
meaning that a lot of heat can be absorbed into water with little temperature change. Thus. 
the diurnal cycle of radiation is almost completely balanced by a corresponding diurnal 
variation of energy transport into the sea (Fig 7.3d). In addition. the nearly constant sea 
surface temperature with time results in a nearly constant heat and moisture flux. and 
associated slow temporal changes in air temperature and humidity. 

7.3 Radiation Budget 

It is often convenient to split the net radiation term into four components: 

Q* = Ki + K.1. + Ii + 1.1. (7.3) 

where Ki upwelling reflected short wave (solar) radiation 
K! = downwelling shortwave radiation transmitted through the air 

Ii longwave (infrared. IR) radiation emitted up 
1.1. = long wave diffusive IR radiation down 

The downward fluxes are negative by definition. and upward are positive. Each of these 
terms represents the sum of direct and diffuse radiation components crossing a locally 
horizontal plane such as the surface. Fig 7.5 shows a typical diurnal cycle for these 
radiation components in clear skies at a land surface. Although this equation was written 
here in kinematic flux form where each term has units of K-m·s·1• it could also have been 
written in energy flux form. 

Fig. 7.5 
Surface radiation 
budget components 
for 30 July 1971. at 
Matador. 
Saskatchewan 
(SOON) over a 0.2 m 
stand of native 
grass. Cloudless 
skies in the 
mornin9. increasing 
clouds In the late 
afternoon and 
evening (after 
Ripley and 
Redmann. 1976). 
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Splitting radiation into only two wavelength bands (short and longwave) is possible 
because the peak in the solar spectrum is at the normal visible light wavelengths. while the 
earth/atmosphere system is emitting infrared radiation characteristic of its absolute 
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temperature (in the range of 280 K at the surface to about 245 K at the top of the 
atmosphere). Since there are no other bodies near the earth that contribute significantly to 
the radiation budget, we need only be concerned with those two bands. 

7.3.1 Shortwave Radiation 

The intensity of incoming solar radiation at the top of the atmosphere is called the 
solar irradiance, S. Although it was formerly known as the solar constant, this 
term is being used less frequently because of the realization that the solar irradiance is not 
constant - ranging from about -1360 to -1380 W·m-2• We will use a value of S = -1370 
W·m-2 (Kyle, et al., 1985), or S = -1.127 K·m·s-1 in kinematic units, where the density 
and specific heat of air in the boundary layer is used for the conversion to kinematic units. 

Some of this radiation is attenuated by scattering, absorption, and reflection from 
clouds on the way down to the surface. When the sun is lower in the I sky, the radiation 
will also be attenuated by its longer path through the atmosphere en route to the surface. 
Define T K as the net sky transmissivity, or the fraction of solar radiation that makes it 

to the surface. Define 'I' as the solar elevation angle; namely, the angle of the sun above 
the local horizon. One simple parameterization (Burridge and Gadd, 1974) for the 
transmissivity is: 

(7.3.la) 

where 0c represents the cloud-cover fraction, and where subscripts H, M, and L signify 
high, middle, and low clouds respectively. When the sun is directly overhead and there 
are no clouds, T K = 0.80 . IT the sun is overhead but there are overcast clouds at all three 
levels, then T K = 0.086. 

The solar elevation angle is also important because when it is less than 90°, the 
radiation that does reach the surface is spread out over a larger area, reducing the radiation 
per unit surface area by a factor of sin'll. The expression for downwelling radiation at 
the surface is approximately 

K.!.. = S·TK·sin 'I' 
=0 

for daytime (Le., sin'll positive) 

for nighttime (Le., sin'll negative) 

(7.3.1b) 

Determination of the local elevation angle is a straightforward exercise in geometry 
(Zhang and Anthes, 1982), resulting in: 

.... = •• + ,;. 8, - cos .... 8, co{l' Wú q ` = ä J ú K =] 
(7.3.lc) 

where $ and A.e are the latitude (positive north) and longitude (positive west) in radians, 
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Os is the solar declination angle (angle of the sun above the equator, in radians), and 
ture is Coordinated Universal Time in hours. The solar declination angle is 

(7.3.1d) 

where 4>r is the latitude of the Tropic of Cancer (23.45° = 0.409 radians), d is the number 
of the day of the year (e.g., October 27 = day 300), d,. is the day of the summer solstice 
(173), and dy is the average number of days per year (365.25). 

Define the albedo, a, as the fraction of downwelling radiation at the surface that is 
reflected. The albedo varies from about 0.95 over fresh snow, 0.4 over light-colored dry 
soils, 0.2 over grass and many agriculture crops, 0.1 over coniferous forests, to 0.05 
over dark wet soils. The upwelling (reflected) radiation is thus 

(7.3.1e) 

The albedo of water not only varies with wave state, but is a strong function of sun 
angle (Krauss, 1972). When the sun is directly overhead over a smooth water surface, 
the albedo is about 0.05, while it increases to nearly 1.0 at low elevation angles. 

7.3.2 Longwave Radiation 

As is obvious in Fig 7.5, the upward and downward longwave radiation terms are 
both large, but of opposite sign. Also, they do not vary much with time in clear sky 
conditions. As a result, the net longwave radiation (1* = Ii + I.L ) is 
approximately constant with time, and is often negative because of the net radiative loss 
from the earth/atmosphere system to space. 

When clouds are present, much of the outgoing radiation can be balanced by 
downward radiation from the clouds. Low clouds are more effective at this than high 
clouds. For overcast clouds at all three levels, we might expect the net radiation to be 
approximately zero. 

The net upward long wave radiation at the surface is sometimes approximated 
(Burridge and Gadd, 1974) by: 

(7.3.2a) 

This type of parameterization is known to be an oversimplification of the actual physics. 
Nevertheless, it is useful when detailed radiation parameterizations are not appropriate. 

An alternative to parameterizing the net longwave radiation is to parameterize the Ii 
and I.L terms separately. The Stefan-Boltzmann law gives: 
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(7.3.2b) 

where 0SB = 5.67xlO-8 W·m-2·K-4 is the Stefan-Boltzmann constant. The infrared 

emissivity, t IR, is in the range 0.9 to 0.99 for most surfaces. 

The downward longwave radiation IJ. is much more difficult to calculate, because one 
must vertically integrate the radiative flux divergence equations. Simple radiation models 
are discussed in Chapters 12 and 13. 

Putting together the various pararneterizations for short and longwave radiation yields 
the following approximation for net radiative flux at the surface: 

Q. =(I - a)STKsin'l'+ 1* 

= + 1* 

during daytime 

during nighttime. 

(7.3.2c) 

where S is negative. One must remember that this is just one possible parameterization. 
Other equally good approximations have appeared in the literature. 

7.3.3 Radiation Budget Example 

Problem: Calculate the radiation budget terms for every hour during a 24-hour cycle, 
given the following scenario: 

location: Madison, Wisconsin (latitude = 43.08°N, longitude = 89.42°W) 
clouds: none 
date: 5 November (day 309) 
start time: midnight local time. 
average albedo: 0.2 

Solution: The following example was prepared, solved, and plotted using 
spreadsheet software, which is available for most microcomputer systems. Table 7-1 
lists the spreadsheet results for this case. 

First, the latitude and longitude was converted to radians, and the solar declination 
angle was found using (7.3.ld). This angle was -0.284 radians (-16.27°). The negative 
sign tells us that the northern hemisphere is in, or approaching, winter. 

For each of the 24 hours, the local time was converted to UTC time. For this 
example, the conversion was done using longitudes rather than political time zones, 
knowing that it takes the earth 24 hours to rotate a full 360 degrees of longitude. Next, 
(7.3.lc) was used to find sin 'I' (sinphi) at each time, where sinphi was set to zero 
whenever the sun was below the horizon. Next, the transmissivity T K was calculated 
using (7.3.la). Then Kdown was found using (7.3.lb), and Kup was found using 
(7.3. le). The net longwave radiation, 1*, was found using (7.3.2a). Finally, the net 
radiation was calculated using Q* = Kup + Koown + 1* , which is a form of (7.3). 
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Table 7·1. Example radiation calculation for Madison, Wisconsin. 

Radialion Parameterization for: Madison. WiSconsin 

Cloudcover: Location (deg) (rad) 
Low = Q Lal.= 4a,Q£l 0 .75189 
Mid. 2 Long.= ú ú K Q O = 1.56067 
High = Q 

Time Date Info: 
Solar constant. -1 .127 (Kmls) Date : § NQv 
Longwave max = 0 .08 (Kmls) Day#: ú n ~ =
Solar declination = -0.2843 (radians) Local start h Q 
Albedo = 12 ,2 Timesteph 

Local UTe sinphi Trans. Kdown Kup r Q. 
(hr) (hr) (Kmls) (Kmls) (Kmls) (Km's) 

0 5 .96 0 0 .6 0 0 0 .08 0 .080 
1 6 .96 0 0 .6 0 0 0 .08 0 .080 
2 7 .96 0 0.6 0 0 0 .08 0 .080 
3 8 .96 0 0.6 0 0 0 .08 0 .080 
4 9 .96 0 0.6 0 0 0 .08 0 .080 
5 10 .96 0 0.6 0 0 0.08 0.080 
6 11.96 0 0 .6 0 0 0.08 0.080 
7 12 .96 0 0 .6 0 0 0.08 0 .080 
8 13 .96 0 .1589 0 .6318 -0 .1132 0 .0226 0 .08 -0 .011 
9 14 .96 0.3041 0 .6608 -0 .2265 0 .0453 0.08 -0.101 

10 15 .96 0.4155 0 .6831 -0 .3199 0 .0640 0.08 -0 .176 
1 1 16 .96 0.4856 0 .6971 -0.3815 0 .0763 0 .08 -0 .225 
12 17.96 0 .5095 0 .7019 -0.4030 0.0806 0.08 -0 .242 
13 18 .96 0.4856 0 .6971 -0 .3815 0 .0763 0.08 -0.225 
14 19.96 0 .4155 0.6831 -0 .3199 0 .0640 0 .08 -0 .176 
15 20 .96 0 .3041 0 .6608 -0 .2265 0 .0453 0.08 -0 .101 
16 21 .96 0 .1589 0 .6318 -0.1132 0 .0226 0 .08 -0 .011 
17 22 .96 0 0 .6 0 0 0.08 0.080 
18 23 .96 0 0 .6 0 0 0 .08 0.080 
19 24 .96 0 0 .6 0 0 0.08 0.080 
20 25 .96 0 0.6 0 0 0 .08 0 .080 
21 26 .96 0 0.6 0 0 0 .08 0 .080 
22 27.96 0 0 .6 0 0 0.08 0.080 
23 28.96 0 0 .6 0 0 0.08 0 .080 
24 29.96 0 0 .6 0 0 0 .08 0 .080 
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Fig. 7.6 Idealized Madison radiation budget for example 7.3.3. 

Discussion: The radiation terms in this equation are plotted in Fig 7.6 for the 24-
hour period. As expected, there is net heating during the day and cooling at night. 
Heating starts almost an hour after sunrise, and ends roughly an hour before sunset. 

7.4 Fluxes at Interfaces 

The vertical flux, Fl;' of any variable S is assumed to be driven by the difference in S 
across the interface 

- -
Fl; = - UT (Stop - Sbotlom) (7.4a) 

where UT represents a transport velocity across that interface, and the ú í ç é = and 

ú Ä ç ì ç ã =are the values just above and below the boundary. It can also be thought of as a 

conductivity, because a given s-difference (voltage potential) yields a greater flux 
(current) if the conductivity is greater. 

The transport velocity is usually parameterized as a function of some measure of 
turbulence appropriate to the type of interface: 

CD·M at z=O (7.4b) 
and 

at z = Zj (7.4c) 
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where M is the mean horizontal wind magnitude at height z above the surface, Co is the 
bulk transfer coefficient for the same height, and we is the entrainment velocity 
into the top of the mixed layer. 

At the surface, the wind speed is zero, while at some height just above the surface 
there is a nonzero wind. The resulting shear is assumed to generate turbulence which 
suppons the transpon. This parameterization obviously fails in calm wind conditions. 

The entrainment zone is an interface between the free atmosphere and the mixed layer. 
Entrainment brings air into the mixed layer from the free atmosphere, and creates a flux 
just within the top of the mixed layer. Just above the entrainment zone, however, the flux 
is often near zero, and is unrelated to the entrainment flux just below the entrainment zone 
interface (see Chapter II for more details). 

7.4.1 Surface Fluxes - Drag and Bulk Transfer Methods 

Definitions. In 1916, GJ. Taylor suggested that a velocity squared law might be 
used to describe the drag of the atmosphere against the earth's surface. Using u.2 as a 
measure of surface stress associatoo with drag, we find that 

u.2 = CD M2 (7.4.1a) 

For momentum transfer, CD is called the drag coefficient. Generically it is still a bulk 
transfer coefficient, and sometimes is written as CM in the literature. The individual 
components of surface stress are correspondingly given by the drag laws: 

(u'w'). - CD MU (7.4.lb) 

(v'w'). - CD M V (7.4.lc) 

At frrst glance (7.4.lb) does not appear to follow the form of (7.4a), but it turns out that 

the proper form is followed because the wind speed below the surface is zero. Thus, V 

= V - 0 = V.ir - Vground = V10P - Vbollom' The three factors Co, M and V 
should all correspond to the same height above the surface. Often 10 m is assumed as the 
standard height, if not otherwise specified. 

Similar expressions can be used to parameterize surface heat and moisture fluxes: 

(7.4.ld) 

(7.4.le) 
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where the subscript G denotes "on the ground or sea surface". 
The parameters CH and CE are the bulk transfer coefficients for heat and 

moisture, respectively, although sometimes CH is called the Stanton number. For 
statically neutral conditions (subscript N), it is often assumed that 

CHN = CEN = CDN (7.4.1 f) 

Typical values range from lxlO·3 to 5xlO·3 (dimensionless). 
There is a subtle, but important, difference between subscripts G and s ' Subscript s 

represents values in the air near the surface, where "near" often means at 2 m or 10 m 
above the surface. The subscript a means the value in the top 1 mm of the soil or sea 
surface, or sometimes a skin value representative of just the top few molecules of the 
soil or sea. 

One problem is how to specify the "surface" value, eo, or <la. Over the sea, it is often 
assumed that the air in the micro layer is saturated. The saturation specific humidity is a 
well known function of temperature (Wallace and Hobbs, 1977). Over land, the soil 
surface temperature and moisture depend on many factors, and are not easily 
approximated. One approach is to include forecast equations for the temperature and 
moisture for a thin layer of soil, such as is described in more detail in section 7.6. 
Another approach, for temperature, is to radiometrically measure the surface skin 
temperature (Huband and Monteith, 1986). 

Dependence on Surface Roughness. Rougher surfaces are likely to cause more 
intense turbulence, which increases the drag and transfer rates across the surface. 

Over land, drag of the air can be caused by frictional skin drag, form drag, and wave 
drag. Frictional skin drag is related to the molecular diffusion of momentum across 
an interface, and applies equally well to transport of heat and scalars. Usually, drag 
associated with small size obstacles such as blades of grass or gravel or sometimes even 
trees are parameterized as skin drag in the atmosphere. Form drag is related to the 
dynamic pressure differential formed by the deceleration of air as it hits an obstacle such 
as a mountain or a building. There is no analogy to form drag for heat or scalars. 
Wave drag is related to the transport of momentum by buoyancy (gravity) waves in 
statically stable air. Mountain waves are a classic example. 

Since waves and pressure fluctuations can transport momentum but not heat or 
scalars, we see that the momentum drag coefficient could be significantly different in 
magnitude from the bulk transfer coefficients for heat or moisture. Thus, one should be 
cautious when equating transfer coefficients. 

When averaged over large horizontal regions such as continents, all drag processes 
can contribute. Table 7-2 indicates the magnitude such drag coefficients. 
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Table 7-2. Average values of drag coefficients (CON. for 10m winds) over continents for 
neutral stability. Geostrophic drag coefficients (CGN) for neutral stability over continents. 

After Garratt (19n) . 

Continent CON eGN 

North America 10.1 x 10.3 1.89 x 10.3 

South America 26.6 x 10.3 2.16 x 10.3 

Northern Africa 2.7 x 10.3 1.03 x 10.3 

Southern Africa 12.9 x 10.3 1.98x 10.3 

Europe 6.8 x 10.3 1.73 x 10.3 

U.S.S.R. 7.9 x 10.3 1.83 x 10.3 

Asia (north of 200 N) 3.9 x 10.3 1.31 x 10.3 

Asia (south of 200N) 27.7 x 10.3 2.18x 10.3 

Australia 6.0 x 10.3 1.50 x 10.3 

On a smaller scale, one measure of roughness is the spacing density of individual 
obstacles or roughness elements. For example, the leaves of many trees, plants, and 
crops can form a canopy elevated above the ground surface. If we imagine that a large 
box could be placed over one whole plant or tree that would just touch the top and sides of 
the plant, then the volume of this box represents the space taken by the plant. Of 
course, most of this space is filled by air between the leaves and branches. The total 
surface area of the plant, including the area of both sides of each leaf can theoretically be 
measured or estimated. The area density 0/ roughness elements, Sr' is defined as 
the plant surface-area divided by the space volume. A dimensionless canopy 
density, C •• can be defined by: 

(7.4.1g) 

where cm is the drag coefficient associated with an individual roughness element (cm = 
0.05 to 0.5 for typical plants and crops), and h· is the average height of the canopy 
(Kondo and Kawanaka, 1986). ' 

The variation of bulk transfer coefficients with canopy density is shown in Fig 7.7. 
As expected, the value of the transfer coefficients increase as the canopy density 

increases, corresponding to more roughness elements. For dimensionless canopy 
densities greater than about 0.4 to 1.0, however, the bulk transfer coefficients decrease. 
This happens when the roughness elements are so close together that they begin to appear 
to the wind as a solid smooth surface displaced above the true ground. 

Another measure of the surface ê ç ì Ö Ü å É ë ú = is the aerodynam'ic roughness 
length, 2:0, which will be discussed in more detail in Chapter 9. It is on the order of 
centimeters over grass and crops, and on the order of meters over sparse forests and 
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towns. This roughness measure is based on the observed wind shear in the surface layer, 
and thus avoids the necessity of estimating the areas and spaces occupied by each 
roughness element. 

a) 
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J.S b) 1.0 
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0, l i K ú P =ú ú I ? D J ç =J WWJK I ú ú I =0'-·7'", ú J I ú ç J X X J ç =ú J J J J WJ WN MD =
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ú l i ú ú ú f ú l J ’ =ú ú I ç ú ’ J I ú ú I ú ç ú ç ú ú D l D =

C. 

FIg. 7.7 Variation of bulk transfer coefficients for momentum (Ccl and 
heat (CH) as a function of dimensionless canopy density (C.). 
After Kondo and Kawanaka (1986). 

Oyer oceans, the drag laws are a bit easier to parameterize, because the roughness 
length associated with ocean wave height is a known function of surface stress or wind 
speed: 

2 
zo = 0.015 ú =g (7.4.1h) 

which is known as Charnock's relation (1955). Stronger wind stress make higher 
waves, which results in a greater roughness length. The application of roughness length 
to bulk transfer is tied to the topic of measurement heights, which is discussed next. 

Dependence on Measurement Height. As introduced earlier, the factors ell' 

!Vi and ij should all correspond to the same heights, z, above the surface. 
Unfortunately, no standard has been set on which height to use. One obvious height is 
instrument shelter height. A problem is that "surface" temperature and moisture are 
routinely measured at z = 2 m, while "surface" winds are measured at z = 10 m. In 
numerical models, an obvious height would be the height of the lowest grid point, even 
though it may be hundreds of meters above the surface. The height used has a dramatic 
affect on the value of the drag coefficient, because the wind speed and the difference 
between surface and elevated values of temperature or humidity increase as height 
increases for any given surface flux. This requires that magnitude of the bulk transfer 
coefficient decreases with height z to yield the proper surface flux. 
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The relationship between drag coefficient, measurement height, and surface roughness 
under statically neutral conditions in the surface layer over either land or oceans is given 
by: 

(704 . Ii) 

This can be derived from the log-wind profile, which is reviewed in Chapter 9. 
For oceans, (7A.li) can be combined with Charnock's relationship to give: 

.4 - O.SS 
CON = 404 x 10 M (7A.lj) 

which yields a surface stress of: 

2 ·4 - 2.5S 
u. = 404 x 10 M (7A.lk) 

Fig 7.8 shows how these relationships compare to observations of stress and drag over 
the oceans and over ice. Occasionally, numerical modelers use constant drag values for 
simplicity, such as the value of CON = 1.5 x 10,3 based on 10 m winds suggested by 
Anthes & Keyser (1979). 

Typical values for CON and Coover land are listed in Table 7-3. 

( a ) 
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Fig. 7.8 

10 

M,o (mJs ) 

Variation of neutral drag coelficieQj§ over (a) ocean. and (b) ice. as 
a function of wind speed at 10 m (M,o) ' Shaded areas indicate 
ran\le of data. The solid line in (a) is based on z = 0.Q144 ì ú L Ö K =
Solid line in (b) is a linear regression through the data. 
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Table 7-3. Sample drag and bulk·transfer coefficients. After Garratt (1977), Anthes and 
Keyser (1979). Gadd and Keers (1970). Deardorff (1968). Verma, et al. (1986), and Kondo 
and Yamazawa (1986a). 

Coefficient Ratlo 

CON - 2.6 x 10-3 

CO-' .3to' .5 x 10-3 Co'CON -0.5 

CON - 1.4 x 10-3 

CD - 1.8 x 10-3 Co'CON - 1.3 

CD - 16.0 x 10.3 

CD - 40.0 to 160.0 x 10.3 

CH - 2.0 x 10-3 

CD - [k·1· ln(u. ztv) + 5 .5 r2 

CD - 5.0 x 10.3 + (6.45 x 10.3 ) . [zTt(l+zTlI 

CD- [1 + 2 .5·ZT) x 10-3 

CON - [1 + 0 .07·M) x 10.3 

CON - [0.75 + 0 .067·M) x 10.3 

CON - [1 + 0.07·M) x 10.3 

CD - 0.7 x 10.3 

CON - 0.51 x 10.3 • MO.46 

Conditione 

10m winds over plains. nighttime 

10m winds over plains, nighttime 

10m winds over plains, daytime 

10m winds over plains, dayttime 

10m winds over deciduous forest 

10m winds over coniferous forest 

10m winds over snow surface 

10 m winds over snow surface 

for zT - terrain height In km 

for zT - terrain height in km 

10m winds over plains. nighttime 

10m winds over water 

10m winds over water 

10m winds over water 

10 m winds oyer water 

Dependence on Stability. Statically unstable flows generally cause a greater 
transport rate across an interface than statically neutral flows, which in turn transport more 
than stable flows. Sometimes Richardson numbers are used as a measure of stability, 

while at other times ú == 1/L is used. The dimensionless wind shear, ` m j E ú F D =and lapse rate, 

` me E ú F D =can be used with surface-layer similarity theory (to be described in Chapter 9) to 

give stability correction terms ['I'M E ú F = and 'l'H E ú F z K = This yields: 

CD = k'[ 1.( ú F =-ú j E I ê = (7.4.11) 

CH = k' H ú F =-ú j =(0]' H :.l- VH (,f (7.4. 1m) 

It is usually assumed that CE = CH• Figs 7.9 and 7.10, based on the work of Louis 
(1979), Garratt (1977), Joffre (1982) and Greenhut (1982), show the variation of bulk 
transfer coefficients with stability, sensor height, and roughness. 
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Ratio of bulk transfer coefficients to their neutral values. (a) 
Comparison of diabatic to neutral drag coefficients as a function of 
roughness length and stability. zlL (after Garratt. 1977). (b) Ratio of 
diabatic to neutral bulk transfer coefficient for mOisture as a function 
of stability. sG = E É ú J eo;,) 1M2 (1 + log ú t = (after Greenhut. 1982). 
Shaded regions Indicate the range of otiserved data. (c) Same as 
(b) but for momentum. 
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7.4.2 Surface Fluxes - Geostrophic Drag. Sometimes in numerical or 
theoretical models, one does not know the winds anywhere near the surface, but one can 
calculate the geostrophic wind instead. Deacon (1973), Clarke and Hesse (1974), 
Melgargejo and Deardorff (1974), Arya (1975), Nicholls (1982), and Grant and 
Whiteford (1987) parameterized surface fluxes in terms of geostrophic wind, using 

(7.4.2a) 

where G is the magnitude of the geostrophic wind, and Co is called the geostrophic 
drag coefficient. This parameterization is usually not as accurate as the one using 
surface wind, and should be avoided unless you have no choice. 

Typical magnitudes of Co were given in Table 7-2 for continental areas. Table 7-4 
lists suggested values over other areas. Although we are defining geostrophic drag based 
on u.2 = Co G2, some investigators use u. = Co G instead. Be careful to check which 
defmition is used for Co when comparing values reported in the literature. 

One parameterization for the neutral geostrophic drag coefficient is 

CON = 0.0123 Ro ·0.14 (7.4.2b) 

where Ro = G/(fc zo) is the surface Rossby number. Its variation with stability is 
given in Fig 7.11. 

Table 7-4. Typical values of geostrophic drag coefficients (CGN) for neutral stability over a 

variety of surfaces. After Garratt (1977). Grant and Whiteford (1987), and Kondo and 
Yamazawa (1986). 

Surface 

sea 

rice paddies 

plains 

sparse houses or trees 

low mountains 

cities with tall buildings 

moderately high mountains 

very high mountains 

0.73 X 10.3 

1.IXl0·3 

2.2 x 10.3 

2.0 to 2.5 x 10.3 

2.5 to 2.7 x 10.3 

2.7 x 10.3 

3 to 5 x 10.3 

8to lOx 10.3 



BOUNDARY CONDmONS 271 

O K Mú =

z Ro= 106 

" () 1.0 -" () 

_°120 -80 -40 SL ° 40 
J.1 

Fig. 7.11 Variation of CG/CGN with 
stability parameter J.1 SL 
for Ro=10 6 based on 
results of ` f ú ê â É = (1 iiO) 
and Deacon 1973a. 

Over oceans, Charnock's relationship gives (for geostrophic winds in m/s): 

2 
u. 

-4 - 0.16 
4.4 x 10 G 

4.8 x 10-4 G 2.16 

7.4.3 Entrainment into the Top of the Mixed Layer 

(7.4.2c) 

(7.4.2d) 

The top of the mixed layer sometimes behaves like a boundary, where the fluxes 
across it are controlled by the entrainment mechanism. When (7.4a) and (7.4c) are 

combined with the definition that ä ä ú Z = [ ú N K = bo ML - ú f = 'th' ML]' then: Just a ve top WI m 

(7.4.3a) 

This expression can also be derived from Leibniz' theorem (see section 2.4.2). Using 
the mixing ratio example from that section (where zi+ denotes the value just above z) 

d[ zJ] = z. x ú z = + r(t, z-:-) dZi 
dt I at I dt 

The left hand side can be rewritten using the product rule of calculus as r dz/dt + zi dr/dt, 
where r represents an average within the mixed layer. Combining the first term from this 
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expansion with the last tenn on the right hand side, and dividing by Zj gives: 

<Ii = [df] + we ú =r 
dt at Zj 

(7.4.3b) 

using we = d Zj/dt (in the absence of subsidence or clouds) and IlT = nt,Zj+) - r. 

But from (3.5.3) we know that the change in moisture in the mixed layer <Ii/dt is 

caused by various sources and sinks, [dfldtj, including flux divergence of surface flux 

and the flux divergence aFfaz = FlOp /Zj of flux from the top of the mixed layer. Hence: 

(7.4.3c) 

Comparing (7.4.3b) and (7.4.3c), we conclude that FlOp = w'r'IZi - ï É ú ê = . One 

must remember that this interfacial flux occurs only when there is turbulent entrainment of 
air across the capping interface. 

7.S Partitioning of Flux into Sensible and Latent Portions 

One alternative to the detailed modeling of surface temperature and soil moisture, as 
used in the previous section to filld the heat, moisture, and momentum fluxes, is direct 
partitioning of the incoming solar radiative flux, described next. 

Over land in clear-sky situations with weak or no advection, the fluxes of sensible and 
latent heat from the surface are governed by the diurnal cycle of solar radiation. Consider, 
for example, a situation where initially the sun is turned off, and the ground and air are at 
the same temperature. After turning on the sun with a constant net radiation of Q*, the 
surface will wann. As it wanns, a sensible heat flux will develop to remove some of the 
excess heat from the ground surface to the air. If the ground is moist, evaporation will 
also remove heat. Some heat will also be conducted into the ground. 

If the removal of heat by sensible, latent, and ground fluxes is insufficient to balance 
the incoming Q*, then the surface temperature 'will continue to wann. ^ ú =it does, the 
sensible, latent, and ground fluxes will also increase until an equilibrium condition is 
finally reached where incoming radiative flux is balanced by outgoing turbulent and 
molecular fluxes. Although the surface temperature is important in creating this 
equilibrium, at equilibrium the fluxes must balance regardless of that temperature. 

This argument suggests a parameterization where the net incoming radiation can be 
split or partitioned directly into the other fluxes of sensible, latent, and ground flux as 
governed by (7.2c), without requiring a forecast of ground surface temperature. In other 
words, the incoming radiation is an external forcing, while the sensible (QH)' latent (QE) 
and ground fluxes (Qo) are the response. The flux into the ground is often a small, but 
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not negligible, fraction of the net radiation, as will be discussed in section 7.6. For now, 
we will treat (-Q·s + Qo) as the imposed forcing, which must be partitioned into QH and 
Oa: 

(7.5) 

As we saw in Fig. 7.4, both QH and QE reach a peak during midday at roughly the 
same time as the solar forcing peaks, and are small in the morning and evening. This 
supports our idea of partitioning. However, a close examination of similar budget data 
from other sites (Fig. 7.12) suggests that the relative magnitudes of QH and QE vary 
depending on the wetness and vegetation of the surface. Any parameterization should 
take this variation into account 

7.5.1 Bowen Ratio Methods 

The Bowen ratio, p, is defined as the ratio of sensible to latent heat fluxes at the 
surface: 

E Å é ú F =
(Lvw'q'.) 

v ï D ~ ú =
=---

w'q' • 
(7.5.1a) 

where Y = C;;Lv == 0.0004 (gwate!gair)·K-1 is the psychrometric constant. As one 
might expect, p is smaller over moist surfaces where most of the energy goes into 
evaporation, and larger over dry surfaces where most of the energy goes into sensible 
heating. Typical values range from 5 over semi-arid regions, 0.5 over grasslands and 
forests, 0.2 over irigated orchards or grass, 0.1 over the sea, to some negative values over 
oases. 

It was once suggested that if the Bowen ratio for a surface were known, then (7.5.1a) 
could be coupled with (7.5) to give: 

QH = 
P (- Q·s + Qo) 

(7.5 .lb) 
(1 + P) 

ú Z =
(-Q: +Qo) 

(7.5 . lc) 
(l + P) 

Attempts to use this approach have mostly failed, because the Bowen ratio usually varies 
with time and weather over each site. Furthermore, the evapotranspiration 
component of latent heat flux from plants is a complex function of the age, health, 
temperature and water stress of the plant. The pores, or stomates, of the plant open and 
close to regulate the life processes of the plant. Thus, the stomatel resistance to water 
flux, or transpiration, also varies. 
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7.5.2 Priestley-Taylor Method 

The next level of sophistication (Priestley and Taylor, 1972) comes by recognizing 
that to first order, we can use K-theory to approximate the fluxes by gradients of 
temperature and humidity in the Bowen ratio, assuming that KE = KH: 

(7.5.2a) 

where r d is the dry adiabatic lapse rate of 9.8 K/km. If the air is saturated (i.e., if q = 
qsat)' then the change of specific humidity with temperature is given by the Clausius-
Clapeyron equation: 

dqsat e Lv<i sat 
dT = E ú q O F = (7 .5.2b) 

where e = 0.622 (gwaler / gait) is the ratio of gas constants for air and water vapor. 
We can use a variation of Teten's formula (Bolton, 1980) to find Qsat as a function of 

temperature (Fig. 7.13): 

6 r----.,-----.,------,-----..,..------,o.o4 

5r-------+-------+-------+-------+---P--1 
0.03 

Q ê J J J J J J J ú J J J J J H J J J J J J

., Ci 
0.02 S . . 

tI' 
ú = ' --:-I ········t ··· · 

O ê J J J J J J J H J J J J J J J H J J J J J J J ú i J J J J J H J J J J J ú =

0.01 

ú ú ú J ú J O ú T ú MJ ú J ? D O U ú MJ ú J ? O V ú MK J ú J ? D P Mú MJ ú J K T K P N M=
T(K) 

Fig. 7.13 Variation of saturation vapor pressure (es.,) and specific humidity 
(q .. ,) with temperature. for P=l 00 kPa (1000 mb). 
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where: 

e = sat 

for T in degrees Kelvin. 

esat 
0.622 P 

[ 17.67·(T - 273.16) ] 
(0.6112 kPa)·exp T _ 29.66 

(7.5.2c) 

(7.5.2d) 

Both scc(T) and y(T) = <;!Lv are plotted in Fig. 7.14 for easy reference. If we 

replace dq/dZ by scc(T) ·dT/dZ, then: 

(7 .S.2e) 

or 

'!.. + y·rd 

Sec Scc·(dT/dz) 
(7.5.2f) 

0.0020 ê J J ? J J ? ? J J ? D J J ? D J J J ê J J ú J J ê J J ? ? D J J J ê J J J D =

260 270 280 290 300 310 

T(K) 

Fig. 7.14 Variation of Y and Sec with temperature. 
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If one neglects the last tenn in (7.5.20, then substitution of (7.5.20 back into 
(7.5.1 b & c) yields the Priestly-Taylor parameterization: 

(7.5.2g) 

(7.5.2h) 

where the parameter aPT is introduced to make up for neglecting the last tenn in (7.5.20, 
and to allow the equations to be used for unsaturated conditions (DeBruin and Keijamn, 
1979; DeBruin, 1983). For well-watered surfaces, aPT :: 1.25. 

The Priestley-Taylor method can yield incorrect fluxes when advection is happening. 
Although one possible fix is to increase the magnitude of aPT ,many investigators 
(McNaughton, 1976a & b; Singh and Taillefer, 1986) prefer to add an additional 

advection tenn, A, to the moisture flux equation to yield: QE = [scJ(scc+Y)l(-Q*s + Qa) 
+ A. This same advection tenn must be subtracted from the equation for heat flux. 

7.5.3 Penman-Monteith Method 

One way to include the evaporative cooling effects such as occurs during advection is 
via a correction tenn, Fw, added to the Priestly-Taylor parameterization for QE and 
subtracted from that for QH , to yield the Penman-Monteith (Penman, 1948; 
Monteith, 1965; deBruin and Holtslag, 1982) fonn: 

_ [ y(-Q: +00) - FW] 
QH- (X s +y) a cc 

(7.5.3a) 

(7.5.3b) 

where Xc is like a relative humidity of the earth or plant surface. Fw is like a specific 

humidity flux, and is approximated by a bulk transfer law of the fonn: F w = CE M (Xa -

Xs) ·iisat ' where Xs is the relative humidity of the air near the surface. 
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Remembering that CEM is like a conductance for moisture. we see that surfaces with 
greater water conductivity have a greater latent heat flux and smaller sensible heat flux 
than less conductive surfaces. 

Alternately. we can view the parameterization via the concept of a resistance to 
transfer. Physically. we would expect that surface/plant systems with less resistance to 
moisture transport would have greater evaporation. with the resulting reduction in sensible 
heat flux. For example. the air resistance. ra. to transfer of water vapor away from a 

plant stomate into the air is just the inverse of the conductance (CEM) introduced 
earlier: 

The total resistance of the plant, rp' is governed by the movement of water from the 
ground through the roots up into the plant to the cavity of the stomate where it is finally 
transpired into the air. We can combine the air and plant resistances to rewrite the 

correction term as: Fw = (<is at - qair) / (ra + rp). where qair = (X.lXc ) qsot • and Xc = 
ê g E ê ~ H ê ú K = This expression for Fw is equivalent to the one written earlier. 

The topic of fluxes across vegetation systems is a complex one that we have barely 
parameterized above. A more detailed analysis should include factors such as canopy 
height, vegetation coverage, displacement heights, roughness lengths, plant reflectivity, 
plant architecture, root zone depth, ground water depth. heat conductivity. soil moisture, 
and stomatel resistance. These topics are beyond the scope of this book (see Verma, et 
aI., 1986; Brutsaert, 1985; Mahrt and Ek, 1984; McNaughton and Jarvis, 1983; 
Deardorff, 1978; Geiger, 1965). 

7.5.4 Flux Partitioning Example 

Problem: Find QH and QE as a function of time for the same situation as presented in 
the radiation budget example of section 7.3.3. Compare the results of the Priestley-Taylor 
and the Penman-Monteith methods. given the typical diurnal cycle in temperature as listed 
in Table 7-5. 

Let the surface pressure be constant at 100 kPa (1000 mb). For the first method, 
assume that aPT = 1.25, with no additional advection term. For the second method 

assume that CE = 0.002, Xs = 0.5, Xc = 0.9, and M = 5 mls. 

Solution: As in the radiation example, we will employ spreadsheet software to 
implement the solution. To fmd the imposed forcing (-Q"s + Qc), we can use Q* from the 
previous example. but we have not yet discussed parameterizations for Qc. Assume for 
simplicity that Qa = 0.5 Q* during nighttime, and Qa = 0.1 Q* during the daytime (to be 
discussed in section 7.6.1). The latent heat of vaporization is approximated by a linear 
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function of temperature: Lv(J/kg) = [2.501 - 0.00237·T(°C)] 106. The specific heat at 
constant pressure is assumed to be constant <;, = 1005 J/(kg K), and the gas constant for 

air is also assumed to be constant 9t = 287.04 J/(kg K). 
Both the Priestley-Taylor and the Penman-Monteith methods are a function of Sec, 

which in turn is a function of temperature. Table 7-5 lists the values of Lv(T) , Y(T), 
Gsat(T) , scc(T), and (-Q·s + Qo), and saturation vapor pressure esat(T)· 

In the second page of Table 7-5, we finally compute QE and QH for both the Priestly-
Taylor and the Penman-Monteith methods. Also computed in the table are the Bowen 
ratios for both methods, and the value of Fw [(gwate/gair)·m!s ] for the Penman-Monteith 
method. 

Discussion : Fig 7.15a-c shows the variations of the terms in the surface energy 
balance for both methods. Fig 7 .15a indicates that all of the fluxes are in phase with the 
radiative forcing for the Priestely-Taylor method. In particular, all of the fluxes cross the 
zero line at the same times. The latent heat flux is larger than the sensible heat flux for this 
case. At night, all of the fluxes are negative, including the latent heat flux. This is related 
to dew or frost. 
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Fig . 7.15 Estimates of the surface energy budget using: (a) Priestley - Taylor 
method; (b) Penman - Monteith method; (c) Comparison of the 
Bowen ratio for the two methods. 
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Table 7-5. Flux partitioning example, displayed as output from a spreadsheet. 

Flux Partilion for: Madison, Wlsc:onsln 

P= 1000 mb = 100 kPa 
Av. 287.04 J/(kg K) 
` é ú = 1005 J/(kg K) 

gamma 
Local O' T Lv (CptLv) a oat qsat Sec O·s.oo 

(hr) (Kmls) (K) (J/kg) «glg)/K) (mb) (gig) (q1K) (Kmls) 

0 0 .080 280 2482500 0 .00040 10.024 0 .00626 0 .00043 0.040 
1 0.080 279 2485000 0 .00040 9 .356 0 .00584 0.00040 0.040 
2 '0.080 278 2487500 0.00040 8 .728 0.00545 0.00038 0 .040 
3 0.080 277 2490000 0 .00040 8 . 137 0.00508 0 .00036 0 .040 
4 0.080 276 2492500 0 .00040 7 .582 0 .00473 0.00034 0.040 
5 0.080 275 2495000 0 .00040 7 .060 0.00440 0.00031 0.040 
6 0 .080 274 2497500 0.00040 6.571 0.00410 0.00030 0 .040 
7 0 .080 273 2500000 0 .00040 6.112 0.00381 0.00028 0.040 
8 -0.011 273 2500000 0 .00040 6.112 0.00381 0 .00028 -0.009 
9 -0.101 274 2497500 0 .00040 6.571 0.00410 0 .00030 -0 .091 

10 -0 .176 276 2492500 0 .00040 7.582 0.00473 0 .00034 -0.158 
11 -0.225 278 2487500 0.00040 8 .728 0.00545 0 .00038 -0.203 
12 -0.242 280 2482500 0.00040 10.024 0 .00626 0.00043 -0.218 
13 -0.225 282 2477500 0.00041 11.488 0.00718 0.00048 -0.203 
14 -0 . 176 284 2472500 0.00041 13.138 0.00821 0.00055 -0 .158 
15 -0.101 286 2467500 0.00041 14.993 0.00938 0.00061 -0.091 
16 -0.011 287 2465000 0 .00041 16.004 0 .01001 0.00065 -0.009 
17 0 .080 287 2465000 0 .00041 16.004 0.01001 0.00065 0 .040 
18 0.080 286 2467500 0.00041 14.993 0 .00938 0.00061 0.040 
19 0.080 285 2470000 0.00041 14 .038 0 .00878 0 .00058 0 .040 
20 0.080 284 2472500 0.00041 13.138 0.00821 0.00055 0 .040 
21 0 .080 283 2475000 0 .00041 12.289 0 .00768 0.00051 0.040 
22 0 .080 282 2477500 0 .00041 11.488 0 .00718 0 .00048 0 .040 
23 0.080 281 2480000 0.00041 10.734 0.00670 0 .00046 0.040 
24 0 .080 280 2482500 0 .00040 10.024 0.00626 0.00043 0.040 
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Table 7-5 (part 2). Flux partilioning example. 

___ Penman· Monteith Method ___ 

CE= 0 .002 
Xa= 0 .5 

Priestley - Taylor Method Xo= 0_9 
alpha = 1.25 M(m!s)= 5 

time O's QG OE OH Bowen Fw OE OH Bowen 
local (Km!s) (Kmls) (Km!s) (Km!s) Ratio (gtg)(m!s) (Km!s) , (Kmls) Ratio 

0 0 .080 0_040 -0 .0257 -0 .0143 0 .554 2.5E-05 0.0121 -0 .0521 -4 .31 
0 .080 0 .040 -0.0250 -0.0150 0.601 2.3E-05 0 .0115 ·0.0515 -4.48 

2 0 .080 0.040 -0 .0242 -0.0158 0 .651 2.2E-05 0.0109 -0 .0509 -4 .68 
3 0 .080 0.040 -0 .0235 -0 .0165 0 .704 2E-05 0 .0103 -0 .0503 ·4.89 
4 0 .080 0 .040 -0.0227 ·0.0173 0.762 1.9E-05 0.0097 -0 .0497 -5 . 12 
5 0.080 0.040 -0.0219 -0.0181 0.824 1.8E-05 0 .0092 -0 .0492 -5 .37 
6 0 .080 0 .040 -0.0212 -0 .0188 0 _890 1_6E-05 0.0086 -0.0486 -5.64 
7 0.080 0.040 -0 .0204 -0 .0196 0 .961 1.5E-05 0.0081 -0.0481 -5 .94 
8 -0.011 -0 .001 0 .0048 0.0046 0.961 1.5E-05 0 .0270 -0 .0176 -0 .65 
9 -0.101 -0 _010 0 .0482 0 .0429 0.890 1.6E-05 0 .0608 0.0303 0.50 

10 -0.176 -0 .018 0.0899 0 .0685 0 .762 1.9E-05 0 .0946 0 .0637 0 .67 
11 -0 .225 -0 _023 0 . 1228 0 .0799 0 .651 2 .2E-05 0.1221 0 .0806 0 .66 
12 -0 .242 -0 _024 0.1404 0 .0778 0.554 2.5E-05 0.1382 0.0800 0 .58 
13 -0.225 -0 .023 0 . 1379 0.0648 0.470 2.9E-05 0 . 1391 0.0636 0.46 
14 -0 . 176 -0.018 0.1134 0 .0449 0 .396 3 .3E-OS 0 . 1232 0 .0351 0 . 28 
15 -0 .101 -0 .010 0.0684 0 .0227 0.331 3 .8E-05 0.0915 -0 .0004 0.00 
16 -0 .011 ·0 .001 0 .0073 0 .0022 0 .302 4E-05 0.0460 -0 .0365 -0 . 79 
17 0.080 0.040 -0.0307 -0 .0093 0.302 4E -05 0 .0168 -0 .0568 -3 .38 
18 0.080 0 .040 -0.0300 -0.0100 0.331 3.8E-05 0 .0161 -0 .0561 -3.48 
19 0 .080 0 .040 -0 .0294 -0.0106 0 .363 3.5E -05 0.0154 -0.0554 -3.60 
20 0.080 0.040 -0.0287 -0.0113 0.396 3.3E·OS 0 .0147 -0.0547 -3 .72 
21 0 .080 0.040 -0.0279 -0.0121 0.432 3 . 1E-05 0.0140 -0 .0540 -3 .85 
22 0.080 0.040 -0 .0272 -0 .0128 0.470 2.9E-OS 0.0134 -0.0534 -3 .99 
23 0 .080 0 .040 -0.0265 -0.0135 0 .511 2.7E-05 0.0127 -0.0527 -4 . 14 
24 0 .080 0.040 -0.0257 -0 .0143 0 .554 2 .5E-05 0.0121 ·0 .0521 -4.31 



282 BOUNDARY LAYER METEOROLOGY 

Fig 7.I5b indicates that the fluxes do not all cross the zero line at the same time for the 
Penman-Monteith method. This is indeed more realistic. Also note that at night there is 
still a positive latent heat flux. This is partially balanced by a greater negative sensible heat 
flux than in the previous method. Physically, this means that enough heat is lost from the 
air to the ground to balance both the radiative loss and to also support evaporation from 
the surface at night. During the day, the sensible heat flux becomes negative well before 
the radiative forcing becomes zero near sunset. 

Finally, Fig 7.15c most graphically demonstrates the differences between the two 
methods. By looking at the Bowen ratio, we see that the two methods give close to the 
same answer only during mid-day. At other times, they differ significantly from each 
other, even having opposite signs at night. It appears that the Penman-Monteith method 
has the potential for giving better results, assuming that appropriate values can be 
estimated for the parameters such as relative humidity, ground moisture, etc. 

7.6 Flux To and From the Ground 

We will use the words ground flux to represent heat flux into the ground measured 
at the top of the soil. This flux is a small, but not insignificant, component of the surface 
energy budget. This flux is also related to the surface skin temperature, which is what the 
atmosphere "sees" when it radiatively looks down at the bottom boundary. If the flux is 
not known or measured directly, then we often need to parameterize it for PBL forecast 
models. Sample parameterizations are given below. 

7.6.1 Simple Parameterizations 

Averaged over a full 24-hour cycle, the net heat flux is often near zero. Namely, the 
heating of the ground during the day is nearly balanced by cooling at night, leading to little 
net change of heat in the soil. Thus, for some climate and general circulation models 
(GeM), it is assumed for simplicity that Qa = O. 

If we choose to use a flux partitioning scheme such as discussed in Section 7.5, then 
we could partition some portion of flux to go into or from the ground. One simple 
scheme is to assume that the ground flux is a percentage, X, of the net radiation: 

Qa = X Q* (7.6.1a) 

where X = 0.1 during the daytime, and X = 0.5 at night, for example. Fig 7.16 shows 
data from a number of daytime measurements over land, where most of the ground flux 
values are between 5% and 15% of the net radiation. 

An alternative is to assume the ground flux is a percentage of the turbulent sensible 
heat flux into the air: 

(7.6. lb) 
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Both of these simple schemes assume that the sign of the ground flux is always the same 
as that of the net radiation or sensible heat flux. The latter scheme would fail in an oasis 
situation. 

N 

E 
!. 
" o . 

Fig. 7.16 Range of soil heat flux density Q .. 'plotted against net radiation 
for 1040 hourly values during da)'llme. Darker shadings 
indicate a higher density of data points. lines indicate various 
approximations. (After DeBruin, personal communication). 

7.6.2 Multilevel Soil Model 

At the opposite end of sophistication is a multilevel or analytical model of the soil, 
where prognostic equations are solved for the temperature at a large number of depths in 
the soil. Fig 7.17 shows a typical temperature variation over a diurnal cycle in the soil and 
the atmosphere. Note the scale change for the height-depth axis. Most of the temperature 
variation in the soil happens within the top 20 centimeters. Below about one meter there is 
little temperature change associated with the daily cycle, although the annual cycle signal is 
much larger at that depth. 

Since molecular conduction is the primary transport process, we can write the ground 
flux at any depth as: 

or 
Qg = -k -

g dZ (7.6.2a) 

where kg is the thermal molecular conductivity of the soil, and QG = Qg(z=O). Appendix 
C lists examples of the conductivy for a variety of soils. 
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Fig. 7.17 Three day average 01 temperature profiles at Indicated hours lor the 
Koorin field program. days 7·9. Note the scale difference between 
height and depth. (Alter Lettau, personal communication). 

Assuming that there are no other sources or sinks of heat in the soil, the second law of 
thennodynamics yields the simple prognostic equation: 

.in = .(cl ) ilQ, (7 .6.2b) 
at g ilz 

where Cg is the soil heal capacity (i.e., soil density times specific heat). 
Combining this with the previous equation gives the classical heat conduction 

equation: 

(7.6.2c) 

where Vg = kg/Cg is the soil thermal diffusivity. Typical values for Vg are 2.7xlO,7 
(m2/s) for snow. 2.0 xlO,7 to lxlO,6 for farms. and 1.5 xlO,7 for water. A variety of 
solutions to this classic equation for various boundary conditions are given in applied 
mathematics, physics, and engineering texIS. 

For a soil with uniform thermal diffusivity with depth, the boundary conditions often 
used are: (I) periodic temperature variation at the surface, and (2) no temperature change 
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at great depths. The solution is a periodic temperature variation that decreases in 
amplitude with depth, and increases phase lag with depth, as is sketched in Fig 7.18. If 
the period of the cycle is P, then the amplitude AT of the wave changes with depth as: 

(7.6.2d) 

The time lag At associated with the phase shift across a depth range AZ is: 

(7 .6.2e) 

These equations can be applied to an annual (lP = I year) or daily cycle (JP = I day). 
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Fig . 7.18 Daily sequence of temperature in May, from 1 O·year averages at 
Pavlovsk in a sandy soil. (After Geiger,1965) 

For more realistic nonperiodic forcings or nonunifonn soil properties, (7.6.2c) can be 
solved with a variety of numerical schemes, analytical series expansions or Fourier 
decompositions. In this way, variations in thennal diffusivity can be included to allow 
for changes in soil moisture. Since soil moisture depends on precipitation, evaporation, 
water table level, runoff, and the transpiration of plants, a full detailed parameterization of 
the soil process often becomes quite complicated. 

7.6.3 Force-Restore Method 

Because most of the soil temperature changes occur within a shallow layer near the 
surface, Blackadar (1976, 1979; Zhang and Anthes, 1982; Anthes, et al. , 1987) suggested 
a two-layer approximation, where a shallow slab of soil is bounded below by a thick 
constant-temperature slab (see Fig 7.19). 
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Fig. 7.19 
Schematic diagram 
of the two-layer 
force-response 
model, with a thin 
upper slab that 
varies in 
terJ1)erature ( TG). 
and a semi-infinite 
bottom slab WitA 
constant 
temperature (TM). 

Concept. The depth, d" of the top layer is carefully chosen, based on knowledge of 
the full solutions from the previous section: d, = [(Vg P)/(4n)]If2. This is the effective 
depth that "feels" the diurnal cycle, and is on the order of several centimeters for a daily 
cycle in a desert. We see that longer-period cycles are felt over a deeper depth. 

Knowing this critical depth, a soil heat capacity per unit area, CGA, can then be found 
for the surface soil slab: CGA = Cg.d, . Typical values of the heat capacity per unit 

volume are Cg = Ix106 (J m-3 Kl) for snow, 1.3x106 for deserts, 3xl06 to 5xl06 for 
farms, and lx106 for muddy water. 

With these definitions, the energy balance (7.2b) can be rewritten as a forecast 
equation for the temperature of the surface slab (Anthes, et aI., 1987): 

(7.6.3a) 

In Blackadar's original formulation, the heat fluxes into the ground and air were 
parameterized directly, and the latent heat flux was neglected: 

(7.6.3b) 

II III IV 

The temperature (term I) of the top slab is assumed to respond to the net radiation forcing 
(term II), to conduction from the deeper slab (term III) and to turbulent transport with the 
air (term IV). In other words, the flux from the deep soil tends to res/ore the surface 
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slab temperature, opposing the radiative forcing. The temperature of the bottom slab, 
T M, is assumed to be a quasi-constant boundary condition. The ground flux can be found 
from: 

( dTO) [ CoA] [T _ T ] -00 = COA at + 2lt P 0 M (7.6.3c) 

Both of these equations can be solved numerically by stepping forward in time from some 
known initial condition. 

We recognize "aFR" as a form of "conductivity" between the ground and the air. 
Blackadar suggested a magnitude on the order of aFR = 2lt/'P, or 3x 104 S·I for To > T air 

(e.g., daytime), and lxl04 S-I for To < T air (e.g., nighttime). 
This two layer force-restore model has become a popular compromise between the 

more complex multilayer soil model of the previous section, and the overly simplistic 
approximations of Section 7.6.1 . Deardorff (1978) extended this approach to model soil 
moisture in order to estimate the latent heat flux. 

Example 

Problem: Make a 24 hour forecast of QH ' Qo , To, and Tair for fannland near 
Wausau, Wisconsin, starting at 12 UTC on 25 April (day 116). Assume a sky covered 
with 10% low clouds, no middle clouds, and 60% high clouds. Assume that the albedo 
is 0.2, To = 10°C, and Zj = 1000 m and is constant. For initial conditions, stan with an 
air temperature of 8.4°C and a soil surface-slab temperature of 4.5°C. Assume a dry soil 
(i.e., no latent heat flux). 

Solution: To make the desired forecast, we must also specify the net radiative flux 
-Q·s. We can utilize the parameterization (7 .3.2c) for -Q." because we know the latitude 
and longitude of Wausau (44.97N, 89.63W) and we know the cloud cover. 

First, we estimate the soil diffusivity to be 5x1O-7 m2/s, and Cg = 1.67xl06 J m-3 K'I 

for fannland, based on the tables in Appendix C. Next, we must calculate the values for 
d. and CoA based on the equations of the previous section. We find that the soil slab 
depth is ds = 5.9 em, and the soil heat capacity per unit area (converted to kinematic units) 
is CoA = 80.33 m, assuming a 24-hour time period for the cyclic forcing. 

Table 7-6 shows just the first portion of the resulting forecast of fluxes and 
temperatures, taking a 15 minute timestep. A longer timestep would have lead to errors 
for this case. 
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Table 7·6. Example of a ground flux forecast using the force·restore method. 

Enter the Julian day of the year (Example : April 9, 1984 = 100) : 100 . 000 
Ent er forecas t 3tart time (UTC) in hour3 : 12 . 0000 
Enter forecast duration in hours: 24.0000 
Enter latitude in degrees (positive North): 44.9100 
Enter 10ng1tude in degrees (positive We3t): 89.6300 
Enter the low, mid, and high cloudcover fractions: 0.1000 0.0000 0.6000 
Enter the albedo: 0.2000 
Enter Cg , the soil heat capacitylarea (m) 80.3300 
Enter the deep ground temperature TM (e): 10.0000 
Enter the initial surface soil temp Te (C): 4.5000 
Enter the initial air temperature (e) : 8 . 4000 
Enter the boundary layer thickness (m): 1000.00 

T (HR) -QSTAR(KM/S)-QG(KM/S) QH(KM/S) ro(C) TAIR(C) 
12 . 0000 -0 . 0322 0.0023 -0 . 0345 4.8505 8 . 3689 
12.2500 -0 . 0127 0 . 0196 -0.0323 5.3625 8 . 3399 
12.5000 0.0073 0 . 0359 -0.0286 6.0161 8.3142 
12.7500 0. 0277 0.05 14 -0.0237 6.7937 8.2928 
13 . 0000 0 . 0483 0.0660 -0.0171 7.6793 8.2769 
13.2500 0.0690 0.0798 -0.0108 8.6581 8.2671 
13.5000 0. 0898 0 . 0862 0.0036 9. 6463 8.2704 
13 . 7500 0.1104 0.0824 0.0281 10 . 5353 8.2956 
14 . 0000 0. 1309 0.0814 0.0494 11.3619 8. 3401 
14 . 2500 0. 1509 0 . 0822 0 . 0681 12 . 1480 8 . 4020 
14.5000 0. 1105 0. 0840 0.0865 12 . 9064 8.4798 
14.7500 0.1894 0.0863 0.1032 13.6435 8.5126 
15.0000 0 . 2076 0.0887 0 . 1190 14.3619 8.6797 
15.2500 0.2249 0.0909 0.1340 15.0617 8.8003 
15.5000 0.2411 0.0929 0.1482 15.7411 8.9336 
15 . 7500 0.2562 0 . 0946 0.1616 16.3976 9.0791 
16 . 0000 0. 2700 0 . 0958 0 . 1742 17.0279 9.2359 
16 . 2500 0.2824 0.0965 0.1859 17 . 6285 9.4032 
16 . 5000 0. 2934 0.0967 0.1967 18 . 1956 9 . 5803 
16.7500 0.3028 0.0964 0 . 2064 18.7256 9 . 7660 
17.0000 0.3106 0 . 0955 0.2151 19.2150 9.9596 
17.2500 0.3166 0 . 0941 0.2226 19 . 6604 10 . 1599 
17.5000 0.3210 0.0921 0.2288 20 . 0588 10.3659 
11.7500 0.3235 0. 0897 0.2338 20.4076 10.5763 
18 . 0000 0 . 3242 0.0867 0.2375 20.7043 10.7901 
18.2500 0.3231 0. 0832 0.2399 20.9471 11.0060 
18.5000 0 . 3202 0.0793 0.2409 21.1344 11.2228 
18 . 7500 0.3156 0.0750 0.2406 21.2652 11.-393 
19.0000 0.3092 0 . 0703 0.2388 21.3387 11.6543 
19.2500 0.3011 0 . 0653 0.2358 21. 3550 11 . 8665 
19.5000 0.2914 0.0600 0 . 2314 21.3142 12.0747 
19.7500 0.2801 0.0544 0.2257 21.2172 12.2718 
20.0000 0.2674 0.0486 0 . 2187 21 . 0651 12.4747 
20.2500 0.2533 0.0427 0.2106 20 . 8595 12.6642 
20 . 5000 0.2380 0.0361 0.2013 20.6025 12.8454 
20.1500 0. 2215 0.0306 0.1910 20.2963 13.0113 
21.0000 0.2041 0.0244 0.1197 19.9437 13.1790 
21.2500 0.1858 0.0183 0 . 1614 19 . 5477 13.3297 
21.5000 0 . 1667 0.0123 0 . 1544 19 . 1116 13 . 4686 
21. 7500 0. 1470 0.0064 0.1406 18.6388 13 . 5952 
22.0000 0.1269 0.0006 0.1263 18 . 1331 13.7088 
22.2500 0 . 1064 -0 . 0050 0.1114 17.5981 13.8091 
22. 5000 0.0857 _0.0104 0 . 0961 17 . 0378 13.8956 
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Discussion: Fig 7.20a &b show plots of the fluxes and temperature. We see that 
the ground flux changes sign well before sunset. The negative ground flux that follows 
implies an upward transpon of heat from the ground to the surface. When this is added to 
the incoming radiation -Q"" we see that the sensible heat flux OH becomes larger than 
-Q", in the late afternoon. 
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Fig. 7.20 Simulated heat flu)( and temperature evolution using force· 
response method. 

The magnitude of the ground flux is larger near sunset than later at night. This is 
related to the fact that the ground has some thenna! inertia, leaving the ground temperature 
warmer than the air temperature during a few hours near sunset when the ground flux has 
already become negative. During this shon period, the ground is loosing heat not only to 
the cooler air, but also by radiation to space. This causes the temporary bulge in ground 
flux at night. Later at night, the ground fInally becomes colder than the air. allowing some 
of the heat lost to space to be replaced by conduction from the air. 
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7.8 Exercises 

I) Derive equation (7.3.lc) using basic geometric principles. (Note, there are other 
equivalent forms of this equation, based on various triginometric identities.) 

2) What is the local sun angle above the horizon at 1900 lITC on 25 December at 
a) Madison, Wisconsin 
b) Christmas Island (Line Islands) 
c) Seattle Washington 
d) Tallahassee, Horida 
e) Munich, W.Germany 
f) Barrow, Alaska? 

3) Estimate the net radiation, Q*, at Madison, Wisconsin on 25 June at noon local daylight 
time, if there are 2/8 cirrus clouds and 3/8 cumulus clouds. 

4) Based on the discussion of atmospheric conductance in section 7.4, if atmospheric 
resistance is defined as the inverne of conductance, then what are the units and typical 
magnitude of atmospheric resistance? 

5) Estimate the 10 m drag (CD) and heat transfer (CH) coefficients over land, given z" = 1 
cm, and the Obukhov length = 20 m. How would they differ if the static stability 
were neutral? 

6) Given the following data, estimate the values of 
a. 1* 
b. Q* 
C·QH 
d·QE 
e. Bowen ratio 

Given: location is Clam Lake, WI (a town with albedo = 20%) 
Latitude = 46 deg 10 min N 
Longitude = 90 deg 54 min W 
Local time of day is 10 AM CST (central standard time = local time = lITC - 6 h) 
Date is April 10, 1981 
Cloud cover is 50% of sky covered by altocumulus 
Surface relative humidity is 80 % 
Anemometer-level humidity is 60 % 

wind is 5 mls 
Surface temp is 15°C 

Use the methods discussed in the surface forcings section of boundary layer 
characteristics. 

7) Using the desert Q* data below, apply the force-restore method to calculate the heat 
flux into the ground and the ground temperature for at least the following times of day: 
8, 12, 16, & 24 local time. Justify all assumptions. Assume that the deep soil 

temperature is 20°C. 



BOUNDARY CONDmONS 293 

Local time: 4 6 8 10 12 14 16 18 20 22 24 02 
Q* (J m·2s· I): -80 -20 100 300 500 600 400 50 -120 -110 -100 -90 

8) Based on the folJowing instantaneous measurements of potential temperature (0), 
specific humidity (q), and vertical velocity (w), fmd the Bowen ratio. 

o eC) q (g/kg) w (mls) 

22 
21 
18 
20 
19 

10 
12 
12 
6 
10 

0.1 
0.5 
-0.4 
-0.2 
o 

9) State some reasons why one might need to use geostrophic drag relationships. 
10) [Problems 10 and II are identical to the solved examples in the text We recommend 

that the instructor modify the problem to any other location and time of interest to the 
students.] What is the value of the net radiation (Q*) absorbed at the earth's surface 
as a function of time (for a 24 hour period) under the folJowing conditions: 

albedo = 0.2 
location = farmland near Wausau, Wisconsin 
date = April 9, 1982 
cloudcover: low= 10% mid = 0 high = 60% 

Plot your result (start the graph at 6 AM). 
11) Given the following conditions: 

same situation as problem (10). 
deep soil temperature is 10°C. 
soil is dry (QE = 0). 
BL remains 1 Ian thick. 
potential temperature is constant with height (but not time). 
no advection or entrainment into the BL 
Initial conditions (at 6 AM): T air = 8.4°C, and To = 4.5°C 

Calculate and plot the following as a function of time for a 24 hour period starting at 6 
AM. Use the force-restore method for the ground temperature, and turbulence 
equations for mean flow for the air temperature. 
a) Tair 
b) To 
c) Qo 
d) QH 
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12) SITUATION: Daytime boundary layer over land (N. America). 
OBSERVATIONS: 
Height, z (m) 12 8 2 O.I=zo (m) 

e 300 301 303 308 (K) 

U 5.4 5.0 3.4 0 (mls) 

What are the values of: a) CON b) Co 
13) For sandy clay with 15% moisture, at what depth below the surface will the diurnal 

temperature variations be 1 % of the surface temperature variations? 
14) Given a lIan constant thickness boundary layer with initial e = 10°C flowing at M=lO 

mls over land, where the land has the same surface temperature as that of the air near 
the surface. At some point, the air leaves the land and flows over the ocean, where 
the ocean sea surface temperature is 20°C and the pressure is 100 kPa. Assume that 
the boundary layer is well mixed. Calculate and plot the heat flux QH and the 
boundary layer temperature as a function of distance from the shoreline. 

15) For a pressure gradient of 0.2 kPa 1100 Ian and a surface roughness length of Zo = 2 
cm, find: 
a) the value of the surface Rossby number 
b) the value of the neutral geostrophic drag coefficient 
c) u. , assuming statically neutral conditions 

16) Given a drag coefficient of 3 x. 10-3 at Ri = -0.4 and Zs = 10 m, how would the drag 
coefficient change if Z = 100 m? 

17) What is the roughness length, Zo, over the ocean for a wind speed of 40 mls ? 
18) What is the time lag of the diurnal cycle of temperature at a depth of 15 cm in 

farmland? What will be the amplitude of the temperature wave at that depth? 
19) Use equation (7.5.2b) to calculate and plot scc(T) vs T, and compare your answer 

with Fig 7.13. 
20) For a temperature of 20°C, dew point of 10°C, ground surface relative humidity of Xo 

= 80%, and wind speed of 5 mis, find QH and QE using: 
a) Priestley-Taylor method 
b) Penman-Monteith method 
(Hint: use the result from the previous question.) 

21) Verify that the surface energy balance equation is satisfied using the QH and QE 
parameterizations from: 
a) The Bowen ratio method (equations 7.5.1 b & c) 
b) The Priestley-Taylor Method (equations 7.5.2e & t) 
c) The Penman-Monteith method (equations 7.5.3a & b). 


