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ABSTRACT

Historically, the atmospheric sciences have tended to treat problems of weather and climate separately. The
real physical system, however, is a continuum, with short-term (minutes to days) ‘‘weather’’ fluctuations influ-
encing climate variations and change, and, conversely, more slowly varying aspects of the system (typical time
scales of a season or longer) affecting the weather that is experienced. While this past approach has served
important purposes, it is becoming increasingly apparent that in order to make progress in addressing many
socially important problems, an improved understanding of the connections between weather and climate is
required.

This overview summarizes the progress over the last few decades in the understanding of the phenomena and
mechanisms linking weather and climate variations. The principal emphasis is on developments in understanding
key phenomena and processes that bridge the time scales between synoptic-scale weather variability (periods
of approximately 1 week) and climate variations of a season or longer. Advances in the ability to identify synoptic
features, improve physical understanding, and develop forecast skill within this time range are reviewed, focusing
on a subset of major, recurrent phenomena that impact extratropical wintertime weather and climate variations
over the Pacific–North American region. While progress has been impressive, research has also illuminated areas
where future gains are possible. This article concludes with suggestions on near-term directions for advancing
the understanding and capabilities to predict the connections between weather and climate variations.

1. Introduction

Through his research and teaching, Professor Fred
Sanders has contributed greatly to advancing our un-
derstanding and predictions of a broad range of atmo-
spheric phenomena. Although most noted for his work
on meso- and synoptic-scale phenomena, Professor
Sanders also helped to stimulate new research linking
slowly varying features of the planetary circulation with
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changes in synoptic-scale storm activity. This overview
summarizes major developments in this area from early
work (some of which was guided by Professor Sanders)
through to our present understanding. A major under-
lying theme is the value of both synoptic and general
circulation research methods in developing an under-
standing of how weather and climate phenomena are
related, and how this knowledge can be used to improve
forecasts.

In approaching this broad problem, it is useful to
consider three related subquestions. First, how do cli-
mate variations affect weather phenomena? Second,
how do weather phenomena affect climate variations?



Name /amsm/7_104        04/18/2008 02:20PM     Plate # 0-Composite pg 92   # 2

VOL. 33, NO. 55M E T E O R O L O G I C A L M O N O G R A P H S

Allen Press • DTPro System GALLEY 92 File # 04em

And third, what are key phenomena and processes that
bridge the time scales between synoptic-scale weather
variability and climate variations of a season or longer?
As one example of the first question, we might ask:
How do climate variations influence hurricane behavior?
Individual hurricanes evolve on weather time scales and
cannot be predicted, say, a month or season in advance.
However, climate phenomena such as El Niño–Southern
Oscillation (ENSO), the quasi-biennial oscillation
(QBO), and slowly evolving tropical ocean conditions
have been shown to alter the probability that a given
hurricane season will be more or less active (e.g., Gray
1984a,b; Bove et al. 1998; Vitart and Stockdale 2001).
Because of such relationships, skillful seasonal hurri-
cane activity outlooks can be made months and even
seasons in advance (e.g., Owens and Landsea 2003;
Klotzbach and Gray 2003, 2004).

As an example of the second question, we might ask:
What are the effects of hurricanes on the climate sys-
tem? Hurricanes clearly impact the atmospheric heat
budget through the transfer of heat from the tropical
oceans into the tropical upper atmosphere and to higher
latitudes. More subtly, by altering the upper-ocean heat
balance hurricanes can change the ocean thermohaline
circulation, and thereby induce longer-term climate var-
iations (Emanuel 2001, 2002). As another example,
modeling studies show that transient eddy fluxes as-
sociated with synoptic-scale disturbances play a major
role in determining the extratropical response to ENSO
(Kok and Opsteegh 1985; Held et al. 1989; Hoerling
and Ting 1994). More generally, many hydrological pro-
cesses, such as clouds, moist convection, and water va-
por transports operate on fast ‘‘weather’’ time scales,
and yet also profoundly impact climate variations.

While we will touch on these first two questions, our
main emphasis will be on the third question. More spe-
cifically, we will focus on key phenomena and processes
that operate on time scales longer than typical synoptic-
scale periods but less than a season, with a primary
emphasis on understanding extratropical flow variations
between approximately 1 week and a few months. On
these time scales, initial conditions and boundary var-
iations can each play important roles, and hence both
need to be considered in attempts to advance predictive
skill. Because of the vast body of related literature, we
cannot hope to cover all relevant topics. Rather, our
primary intent is to expose future researchers, and es-
pecially current students, to some key concepts and sci-
entific steps that have led to progress in advancing un-
derstanding and predictions at the interface between
weather and climate, and to suggest promising direc-
tions for future progress.

Some basic questions can be motivated by examining
Fig. 1. This figure shows daily time series of precipi-
tation in Los Angeles for two winters in which sea sur-
face temperatures (SSTs) in the central and eastern equa-
torial Pacific were anomalously warm (El Niño condi-
tions), and a third winter in which SSTs in the same

region were anomalously cold (La Niña conditions). It
is immediately apparent that the seasonal-average rain-
fall is greater in the two El Niño years than in the La
Niña year. More comprehensive statistical analyses
show a significantly increased probability of above-nor-
mal precipitation during El Niño years over much of
southern California and the southwestern United States
(Schonher and Nicholson 1989; Cayan et al. 1999), al-
though it should be noted that El Niño conditions are
neither necessary nor sufficient for wet conditions to
occur in this region (Schonher and Nicholson 1989).
The seasonal averages themselves, however, provide
only bland characterizations of the season as a whole.
In particular, they do not reveal important differences
in temporal behavior that occur within the seasons, the
intraseasonal variability that is our primary focus here.

For example, even during the El Niño years there are
extended periods of up to a month in which no rainfall
occurs. While this behavior is well known to meteo-
rologists, this knowledge has not always been conveyed
adequately to the public, as evidenced by frequent comic
references to ‘‘El No-Show’’ when midwinter 1997/98
was relatively dry in southern California despite official
seasonal forecasts for abnormally wet wintertime con-
ditions (which subsequently materialized in late Janu-
ary). Interspersed with these extended dry regimes are
periods of several days to a few weeks in which the
rainfall shows multiple peaks separated by a few days,
the peaks being reflective of individual synoptic storms,
which would be a primary focus for short-range fore-
casters. The longer-period organization of storm tracks
is a crucial problem that we need to consider.

There are also indications of other differences that
are highly relevant to emergency planning and resource
management; for example, more frequent rainy days and
more extreme rainfall events in the El Niño years, re-
lationships that again appear in more detailed studies
(Gershunov and Barnett 1998; Cayan et al. 1999; Ger-
shunov and Cayan 2003; Andrews et al. 2004). While
the extreme events themselves are clearly manifestations
of individual weather events, how climate variability
and change affect the likelihood of their occurrence is
clearly a question of major societal significance. From
a forecast perspective, we need to consider to what ex-
tent these probability shifts might be predictable, how
they might be forecasted, how to identify the maximal
time limits of predictability, and how to determine the
factors that presently limit forecast skill.

This overview will begin with an informal, personal
synopsis of the situation circa 1980, a time when the
present author was a graduate student under Professor
Sanders’s guidance. Several major developments that
occurred around and shortly after this time were vital
to advancing our understanding of relationships between
weather and climate variations. In the spirit of Professor
Sanders’s research and teaching, we will then turn our
attention to describing key phenomena that bridge the
time scales between weather and climate, and our
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FIG. 1. Daily precipitation at Los Angeles airport for three extended winter seasons (December–April) associated
with either El Niño (EN) or La Niña (LN) conditions: (a) 1982/83 EN, (b) 1984/85 LN. and (c) 1997/98 EN.

emerging understanding of the associated dynamical
mechanisms. This will be followed by a discussion on
the advances in forecast skill and analyses of potential
predictability. We conclude with an outlook on pros-
pects and potential directions for further progress in this
area.

2. Background

A fundamental problem in meteorology is to advance
the lead time of skillful weather forecasts. Sanders
(1979), in an update of an earlier study (Sanders 1973),
assessed weather forecast skill up to 1978. This assess-
ment was confined to temperature and precipitation fore-

casts for a single station (Logan Airport in Boston) pro-
duced by a relatively small sample of forecasters, which
consisted of the Massachusetts Institute of Technology
(MIT) faculty (including Sanders) and students (includ-
ing myself for a time). Despite the limited scope of the
study, the results appear broadly representative of what
was then the state of the art. Put simply, by lead times
of 4 days, skill in temperature forecasts, as measured
relative to the baseline forecast of climatological-mean
values, was marginal, while skill in precipitation fore-
casts relative to that same baseline was nonexistent.
Furthermore, trends in forecast skill evaluated over the
period 1966–78 were very small, and in most cases not
statistically significant.
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Thus, in 1980 forecasts beyond a few days were ef-
fectively in the ‘‘extended range.’’ While the U.S. Na-
tional Weather Service did provide outlooks in the form
of forecast maps for days 3, 4, and 5, the skill in these
products was also limited, in agreement with Sanders’s
results. Among some MIT forecasters these maps were
referred to whimsically as ‘‘5-day fantasy charts,’’ in
part because in wintertime they had a tendency to show
strong cyclogenesis occurring near the East Coast by
day 5, with implied major snowstorms for Boston and
much of the Northeast corridor that usually failed to
materialize.

The status of climate forecasting circa 1980 was, if
anything, less advanced. As discussed by Gilman (1985)
climate forecasts were at the time largely an empirical
art, with no usable, quantitative theory underlying the
forecasts, nor any guidance from dynamical model pro-
jections. Forecasts were based primarily on statistical
relationships, such as linear correlations linking slowly
varying oceanic and land surface boundary conditions
with time-mean circulation anomalies. El Niño and its
atmospheric counterpart, the Southern Oscillation, had
attracted the interest of scientists for quite some time
(Walker and Bliss 1932; Bjerknes 1969; Wyrtki 1975;
Trenberth 1976). However, knowledge was limited and
hence information on ENSO had yet to be effectively
incorporated into climate forecasts. Indeed, in 1982, the
development of one of the largest El Niño events of the
century was not fully recognized while it was occurring,
much less predicted (National Research Council 1996).

Thus, in the late 1970s, there was no significant fore-
cast skill on time scales longer than a typical synoptic
period (approxomately 3–5 days) and shorter than a sea-
son. There was, however, abundant observational evi-
dence for recurrent flow patterns that persisted beyond
the periods associated with synoptic-scale variability.
The most commonly cited example was ‘‘blocking,’’
which is characterized by a quasi-stationary, persistent,
and anomalously strong anticyclone located at mid- to
high latitudes, often with a ‘‘split’’ westerly flow defined
by separate, well-defined jet maxima located well to the
north and south of the anticyclone center (e.g., Namias
1947; Elliott and Smith 1949; Rex 1950a,b; Sumner
1954). Once established, blocking can last for weeks or
longer, with the associated persistent flow patterns ap-
pearing to divert (block) migratory storm systems far
north and south of their normal tracks (Berggren et al.
1949; Petterssen 1956).

Blocking clearly had major implications for extended
range forecasting and, indeed, has long been a focus for
prediction efforts at the European Centre for Medium-
Range Weather Forecasts (ECMWF) and other major
operational forecast centers. By 1980, the problem of
explaining blocking characteristics, including typical
structures, geographical locations, and persistence, had
also attracted substantial attention from dynamicists
(Green 1977; Charney and DeVore 1979; Tung and
Lindzen 1979a,b; McWilliams 1980). Thus, several fac-

tors appeared favorable for advancing our understanding
of blocking, and thereby potentially improving lead
times for extended-range forecasts.

A question remained, however, as to whether blocking
was unique, or rather part of a broader class of recurrent
phenomena that had time scales longer than typical syn-
optic periods. If so, could such features be identified
and described within a more general and systematic
framework? Furthermore, could relationships between
the persistent flow anomalies and changes in synoptic-
scale storm activity be more rigorously established, and
fundamental dynamical mechanisms identified? These
were the primary problems considered by myself in my
thesis research guided by Professor Sanders. Subsequent
progress on these and related questions will be discussed
in the remainder of this overview.

3. Major phenomena and mechanisms

To keep the discussion reasonably compact, we will
focus on a subset of major, recurrent phenomena that
impact extratropical wintertime weather and climate
variations over the Pacific–North American region. The
characteristic features described here illustrate more
general processes that also affect other regions and sea-
sons.

a. Teleconnections and persistent anomalies

We begin by considering the question of whether ear-
ly studies on blocking could be placed within a more
general and systematic framework. Progress in this area
has benefited from research that has approached this
question from two fronts, one from the ‘‘weather side
out,’’ and the other from the ‘‘climate side in.’’ The
former has focused more on initial conditions and details
of evolution out to a few weeks, often using synoptic
analysis methods, while the latter has placed more em-
phasis on the effects of boundary conditions and used
methods commonly applied in climate and general cir-
culation studies.

The major foundations for identifying systematic be-
haviors of variability between a week and a season were
laid in the late 1970s through pioneering studies of the
Northern Hemisphere general circulation led by Black-
mon, Lau, and colleagues (Blackmon 1976; Blackmon
et al. 1977, 1979; Lau 1978, 1979; Lau and Wallace
1979). Blackmon (1976) described the spatial and tem-
poral characteristics of wintertime variability in the
Northern Hemisphere 500-hPa time field. He appor-
tioned the temporal variance into three spectral bands:
1) periods of less than 2 days (high-pass variability); 2)
periods between 2.5 and 6 days (bandpass variability);
and 3) periods between 10 and 90 days (intraseasonal
low-frequency variability), the latter being the time
scales of most direct interest here.

Blackmon’s analyses of low-frequency variability
showed three major regional maxima, with the primary
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FIG. 2. Winter (DJF) root-mean-square variability of 500-hPa geo-
potential height fields for (a) low-pass-filtered data and (b) bandpass-
filtered data, using the Blackmon (1976) time filters applied to NCEP–
NCAR reanalysis data for the years 1950–2004.

FIG. 3. Winter (DJF) correlations between the 300-hPa geopotential
height field and the PNA index of Barnston and Livezey (1987),
derived from the NCEP–NCAR reanalysis data for the same period
as in Fig. 2.

centers located over the North Pacific to the south of
the Aleutians, over the eastern North Atlantic to the
southeast of Greenland, and over northwest Russia (Fig.
2a). The two oceanic low-frequency maxima were cen-
tered in the climatological-mean jet exit regions down-
stream of maxima in bandpass variability (Fig. 2b).
Blackmon (1976) and subsequent studies showed that
the bandpass variations were associated with migratory
synoptic-scale storm systems, with maximum variance
occurring near the locations of mean storm tracks de-

scribed in earlier synoptic climatology studies (Petters-
sen 1956; Palmen and Newton 1969). The bandpass
variations exhibited westward phase shifts with height
(Blackmon et al. 1979), consistent with the interpreta-
tion that they were produced by baroclinic growth pro-
cesses (Charney 1947; Eady 1949). In contrast, the low-
frequency variations had a more equivalent-barotropic
structure, with little or no phase tilt with height through-
out the troposphere (Blackmon et al. 1979; Schubert
1986).

The early studies by Blackmon, Lau, and collabora-
tors established important characteristics of low-fre-
quency variability, but did not specifically consider as-
sociated spatial patterns. Wallace and Gutzler (1981,
hereafter WG81) provided a major step forward in this
area in their landmark study on ‘‘teleconnections,’’
which are defined by significant contemporaneous cor-
relations of a given variable (e.g., 500-hPa heights or
sea level pressure) occurring at widely separated geo-
graphical locations. While there had been considerable
prior research on teleconnections, including monumen-
tal efforts on the Southern Oscillation by Walker and
Bliss (1932), the WG81 study was particularly signifi-
cant in providing a simple, objective, and systematic
means of identifying major teleconnection patterns, in
their study derived from Northern Hemisphere 500-hPa
geopotential height and sea level pressure fields. Figure
3 shows one example of a teleconnection pattern dis-
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FIG. 4. Schematic of major teleconnection patterns, from Wallace
and Gutzler (1981). The map shows �0.6 isopleths of correlation
coefficient for each of the five teleconnection pattern indices and
local 500-hPa geopotential heights (heavy lines), superimposed on
wintertime mean 500-hPa contours (lighter lines). The contour in-
terval is 120 m.

cussed in detail by WG81, the Pacific–North American
(PNA) pattern, as obtained from more recent data. Be-
cause of the importance of the PNA pattern for weather
and climate variability, as well as its implications for
extended-range predictability, we will later discuss this
pattern and related dynamical mechanisms in more de-
tail.

WG81 focused on teleconnections in extratropical
Northern Hemisphere monthly-average 500-hPa data for
three winter months (December–February). They de-
scribed several strong teleconnection patterns (Fig. 4),
many of which had been identified in earlier investi-
gations. These were the western Pacific (WP) and west-
ern Atlantic (WA) patterns, which WG81 related to the
North Pacific Oscillation (NPO) and North Atlantic Os-
cillation (NAO) patterns identified previously by Walker
and Bliss and analyzed in more detail later by van Loon
and Rogers (1978) and Rogers (1981); the PNA pattern,
also evident in earlier studies (Klein 1952; Dickson and
Namias 1976); an eastern Atlantic (EA) pattern that re-
sembled a pattern described by Sawyer (1970); and a
Eurasian pattern (EU). While WG81 did not perform
detailed theoretical comparisons, they noted that several
of the patterns strongly resembled Rossby wave trains
obtained in linearized models on a sphere forced by
steady, localized heating or topography (Egger 1977;
Hoskins et al. 1977; Opsteegh and Van Den Dool 1980;
Hoskins and Karoly 1981; Webster 1981).

Wallace and Gutzler’s study presents an important
example of what we have termed a climate approach to
the problem, with its emphasis on the use of statistical
techniques (linear correlations) applied to monthly-av-

erage height anomalies. Such approaches have the ca-
pability of identifying major recurrent features, with
measures of reproducibility being provided through the
estimated statistical significance of the relationships.
Furthermore, the use of temporal averaging removes
‘‘noise’’ produced by higher-frequency fluctuations that
are not of proximate interest. At the same time, poten-
tially important information may be lost; for example,
on how the associated flow patterns develop and evolve
in time.

Dole (1982, 1983), influenced by Professor Sanders’s
synoptic methods, used an alternative approach for iden-
tifying persistent features that enabled a more detailed
analysis of temporal evolution. Dole defined a ‘‘persis-
tent anomaly’’ event for a given location whenever a
500-hPa height anomaly at that location exceeded a
threshold value for longer than a specified duration (e.g.,
a 500-hPa anomaly of greater than 100 m for more than
10 consecutive days). In common with WG81, an im-
portant aspect of this method is that specific patterns
are not defined a priori but, rather, are determined
through subsequent data analyses. In this aspect,
WG81’s and Dole’s approaches differed substantially
from early studies of blocking, in which predefined flow
patterns constituted the primary basis for case identi-
fication. This enabled WG81 and Dole to address the
more general question of whether, and to what extent,
blocking patterns were part of a broader class of re-
current low-frequency phenomena.

Dole and Gordon (1983, hereafter DG83) described
the geographical distribution and regional persistence
characteristics of persistent anomalies. In common with
Blackmon (1976), DG83 identified three major regions
of frequent occurrence: the North Pacific to the south
of the Aleutians, the North Atlantic to the southeast of
Greenland, and the region over northern Asia extending
northeastward to the Arctic Ocean. While some of the
cases identified in DG83 were clearly associated with
blocking events, many others were not. For example,
DG83’s persistent negative anomaly cases over both the
Pacific and Atlantic were associated with the persistent,
abnormally strong cyclonic circulations in these regions,
with intense, eastward-extended jets on their southern
flanks. The persistence characteristics of anomalies in
each of the regions broadly resembled those seen in a
red noise process, with some modest deviations from
red noise behavior for large magnitude events, as well
as some apparently modest differences between positive
and negative anomalies for the strongest events. DG83
also considered temporal characteristics of two primary
regional patterns of variability, one essentially identical
to the PNA pattern and the other to the EA pattern, but
could find no compelling evidence for either strongly
preferred durations or the existence of multiple equilib-
ria (Charney and DeVore 1979).

More detailed analyses of persistent anomaly life cy-
cles were provided in the following studies (Dole 1983,
1986a, 1989; Dole and Black 1990, hereafter DB90).
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These studies indicated that the events often developed
rapidly (a time scale of less than a week), and could
break down similarly rapidly, with a typical life cycle
from development through decay occurring within a
month (for a more recent analysis of temporal charac-
teristics, see Feldstein 2000). Despite the relatively rapid
developments, once such events are established, they
could project strongly on monthly and, in some cases,
even seasonal mean variability, and strongly alter syn-
optic-scale storm tracks.

Figure 5 illustrates systematic features during devel-
opment for persistent negative anomaly cases over the
central North Pacific (centered near 45�N, 170�W) an-
alyzed by DB90 and Black and Dole (1993). As dis-
cussed in DB90, the developments are typically pre-
ceded by an intensifying upper-level trough and jet
streak over eastern Asia and the far western Pacific 3–
5 days before case onset (Figs. 5a,b). At these times,
height anomalies over the central Pacific are weak and,
if anything, of opposite sign to the subsequent devel-
opments. Between days �5 and �1 (Fig. 5c), the upper-
level trough and jet maxima propagate eastward and
continue to intensify, thereafter becoming quasi-sta-
tionary over the central North Pacific. Following this
time, the main center continues to intensify, while an
alternating series of ridges and troughs develop and am-
plify in sequence downstream from North America to
the central Atlantic (Figs. 5d–f). Subsequent down-
stream developments can be traced across western Eu-
rope and Russia (not shown).

By the early 1980s, several potential mechanisms for
low-frequency variability had been proposed. As noted
by WG81, linearized dynamical models on a sphere
forced by localized heat or topographic sources pro-
duced forced Rossby wave responses of approximately
the right spatial scales and, for forcing in particular
regions, patterns that at least qualitatively resembled the
observed teleconnections. Indeed, in a major paper on
ENSO, Horel and Wallace (1981, hereafter HW81), ob-
tained highly statistically significant correlations be-
tween various ENSO indices and the PNA pattern.
HW81’s schematic illustration of the hypothesized up-
per-tropospheric response to tropical diabatic heating
associated with ENSO (Fig. 6) shows an arching wave
train broadly resembling that of the PNA pattern (cf.
Fig. 3).

One clear difficulty in making a direct connection
between PNA variability and ENSO was the mismatch
between time scales. While strong PNA events could
grow and decay within a month and events of opposite
sign could occur within a given season (WG81; DG83),
ENSO events evolved much more slowly, with typical
periods of a few years or longer (Trenberth 1976). A
second concern involved the amplitudes of the PNA
events, which were much larger than what could be
produced in simple models linearized about zonal-mean
basic states and forced by realistic values of tropical
heating. A third concern involved rather subtle differ-

ences in the height patterns over the North Pacific. To
better appreciate this last issue and aid in our subsequent
discussion of potential mechanisms, it is useful to re-
view a few basic ideas from Rossby wave theory.

b. Potential mechanisms

1) ROSSBY WAVE ENERGY DISPERSION FROM

STEADY, LOCALIZED SOURCES

As a simple starting point, consider the dispersion
relation for Rossby waves in an unbounded, barotropic
�-plane model linearized about a constant zonal-mean
zonal flow U (e.g., Holton 2004):

�k
� � Uk � . (1)

2K

Here, � is the frequency; � � df/dy is the meridional
derivative of the Coriolis parameter f; and K2 � k2 �
l2 is the total wavenumber squared, where k (�2	/Lx)
and l (�2	/Ly) are the zonal and meridional wavenum-
bers, respectively, and Lx and Ly the corresponding zonal
and meridional wavelengths, respectively. Because � �
kc, where c is the phase speed, Rossby waves always
propagate westward relative to the zonal mean flow. The
direction of energy dispersion is related to the group
velocity, which is obtained by differentiating (1) with
respect to wavenumber. The resulting x and y compo-
nents of the group velocity are

2 2�(k � l )
c � U � and (2)gx 2K

�kl
c � . (3)gy 2K

From (2), the zonal group speed may be either eastward
or westward relative to the zonal mean flow, depending
on the structure of the waves. In particular, for waves
with k2 
 l2, which appear synoptically as north–south-
elongated waves, and is a structure typical of much syn-
optic-scale variability (Wallace and Lau 1985), the zonal
group speed is greater than the mean flow and energy
disperses rapidly eastward. Conversely, in zonally elon-
gated waves, more characteristic of low-frequency var-
iability (Wallace and Lau 1985), energy dispersion is
westward relative to the zonal mean flow. The direction
of meridional energy propagation is determined by the
sign of the meridional wavenumber, l, with northward
energy propagation when l is positive (northwest–south-
east-oriented phase lines) and southward propagation
for negative l (southwest–northeast-oriented phase
lines).

A particularly interesting case is the wavenumber at
which Rossby waves are stationary, as this is a favored
response scale for excitation due to geographically fixed
forcing (e.g., Holton 2004). The stationary wavenumber
is obtained from (1) by setting � � 0, from which it
can be seen that stationary Rossby waves can only exist
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FIG. 5. Time evolution of composite 300-hPa heights (solid lines) and height anomalies (colors) for the 23 persistent
negative height anomaly cases over the North Pacific analyzed in Dole and Black (1990), where time is relative to case
onset, defined as day 0. For days (a) �5, (b) �3, (c) �1, (d) �1, (e) �3, and (f) �5.
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FIG. 6. Schematic illustration of the hypothesized global pattern of
mid- and upper-tropospheric geopotential height anomalies (solid
lines) during a Northern Hemisphere winter which falls within an
episode of warm SSTs in the equatorial Pacific. The arrows in darker
type reflect the strengthening of the subtropical jets in both hemi-
spheres along with stronger easterlies near the equator during warm
episodes. The arrows in lighter type depict a midtropospheric stream-
line as distorted by the anomaly pattern, with pronounced troughing
over the central Pacific and ridging over western Canada. Shading
indicates regions of enhanced cirriform cloudiness and rainfall. From
Horel and Wallace (1981).

FIG. 7. (a) Stationary Rossby wave in a westerly flow on an infinite
� plane with the crests (continuous lines) and troughs (dashed lines)
making an angle � with the y axis. The wavelength is 2	/KS and the
group velocity relative to the ground is cg � 2u cos�. (b) A schematic
illustration of the steady vorticity or height field waves forced from
local source region on an infinite � plane in an atmosphere with a
westerly flow u and wave dampening on a time-scale T. The wave-
length in all directions is 2	/KS and the wave train fills a circle with
its center at x � uT and radius uT. From Hoskins (1983).

when the mean flow is westerly. Combining this relation
with (2) and (3), for stationary barotropic Rossby waves
we obtain the following:

22Uk
c � and (4)gx 2K

2Ukl
c � . (5)gy 2K

From (4), energy dispersion in stationary Rossby waves
is always eastward and, in the limiting case of stationary
waves that are infinitely elongated in the north–south
direction, occurs at twice the speed of the mean zonal
flow. In addition, (4) and (5) imply that for stationary
Rossby waves the group velocity vector is perpendicular
to the wave crests; for example, northwest–southeast-
oriented stationary waves indicate northeastward energy
dispersion. Figure 7 illustrates these basic relationships.

This simple barotropic model can be extended to in-
corporate additional factors such as meridional shear in
the basic state or the effects of spherical geometry in
modifying effective �. Hoskins et al. (1977) considered
the latter case, and showed that in a constant angular
velocity superrotation, which is the spherical analog to
constant zonal mean flow, energy dispersion occurs
along great circle ray paths. Figure 8 shows one example

of energy dispersion on a sphere away from a fixed,
localized source, in which the principal relationships
discussed above are clearly evident. Inclusion of more
realistic meridional shear results in refraction of the
Rossby wave paths away from great circles as well as
the formation of waveguides that preferentially organize
energy dispersion (Hoskins and Ambrizzi 1993; New-
man and Sardeshmukh 1998; Branstator 2002).

Returning to Fig. 6, it can be seen that the schematic
ENSO pattern displays phase lines with a northwest–
southeast orientation over the subtropical and midlati-
tude Pacific, consistent with northward energy disper-
sion by Rossby waves from a source in the tropical mid-
Pacific (Hoskins et al. 1977; Plumb 1985). However,
examination of the PNA pattern (Fig. 3) shows little
evidence of systematic horizontal tilts that would sug-
gest poleward energy propagation from this region. This
discrepancy suggested a need for caution in interpreting
the PNA pattern as a simple forced Rossby wave re-
sponse to anomalous heating over the tropical mid-Pa-
cific. However, for many years the terms ‘‘ENSO pat-
tern’’ and ‘‘PNA pattern’’ were often used interchange-
ably. Mo and Livezey (1986) and Barnston and Livezey
(1987) further clarified the observational distinctions
between ENSO and PNA patterns, identifying a ‘‘trop-
ical Northern Hemisphere’’ (TNH) pattern as being
more directly related to ENSO. Straus and Shukla
(2002) also showed that the midlatitude response to El
Niño sea surface temperatures differs from the PNA
pattern, which they identify as the leading structure of
internal variability over the North Pacific in winter.

Despite these issues, it remained possible that ENSO,
or other tropical forcing, could alter the likelihood of
PNA pattern occurrence, essentially ‘‘loading the cli-
mate dice’’ so that events of a given type were more
probable in a given year. A second possibility was that
WG81’s correlation analysis and Dole’s use of com-
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FIG. 8. Barotropic Rossby wave response on a sphere to forcing by a circular mountain located at 30�N in a uniform
superrotation flow: (top) perturbation vorticity field, (middle) total streamfunction field, and (bottom) perturbation height
field. From Grose and Hoskins (1979).

positing blurred any potential tropical signal, by in-
cluding a mixture of events arising from both tropical
and mid- or high-latitude sources. A third possibility
hinged on the wave sources themselves. As noted by
Sardeshmukh and Hoskins (1988), Rossby waves could
be forced by the advection of vorticity by the divergent

flow as well as by divergence acting on the rotational
flow; that is,

S � �V · �� � �� · V, (6)RW 

where SRW is the Rossby wave source, V is the divergent
wind component, and � is the absolute vorticity. There-
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fore, tropical convection could produce Rossby wave
sources at latitudes well removed from where the con-
vection itself was occurring; for example, through di-
vergent outflow advecting absolute vorticity in the re-
gion of strong vorticity gradients associated with the
subtropical jets. Thus, the potential role for tropical forc-
ing remained open, although the simple interpretation
of the PNA pattern as a stationary Rossby wave train
forced from the tropical mid-Pacific appeared inade-
quate.

Despite this limitation, work during this period con-
vincingly established the fundamental importance of
Rossby wave dynamics for interpreting much low-fre-
quency variability, and arching Rossby wave trains
forced by local vorticity sources are now recognized as
ubiquitous features in upper-level wind and potential
vorticity analyses. As one indication of how our per-
spective had changed, it is interesting to recall an ex-
cellent earlier review on Rossby waves by Platzman
(1968), in which he posed the provocative question:
‘‘Have Rossby waves ever been observed in the at-
mosphere?’’ While Platzman answers affirmatively, per-
haps the clearest evidence he had at that time came from
spherical harmonic decompositions of 24-h height field
tendencies (e.g., Eliasen and Machenhauer 1965), an
analysis technique that, while mathematically justified,
is not as well-suited for synoptic interpretations of the
Rossby wave trains described here, because of the broad
band (high number) of individual wave modes required
to adequately represent the evolution of observed tele-
connection patterns.

2) INSTABILITIES OF ZONALLY VARYING MEAN

FLOWS

A second proposed mechanism for producing the low-
frequency variations was through the growth of unstable
normal modes of the wintertime mean flow. Several
candidates were suggested, including baroclinic insta-
bility (e.g., Frederiksen 1983) and barotropic instability
(Simmons et al. 1983, hereafter SWB) of zonally vary-
ing basic states. The study by SWB was particularly
noteworthy in showing how barotropic mechanisms
could contribute to the development of flow patterns
that strongly resembled the PNA and EA patterns. SWB
interpreted the development of these patterns as a man-
ifestation of the most rapidly growing mode associated
with barotropic instability of the zonally varying cli-
matological basic state (Fig. 9), since termed the SWB
mode. To understand the essential development mech-
anism it is useful to consider the barotropic interactions
between the time-mean flow and transient eddies for a
mean flow that varies in both zonal and meridional di-
rections.

To an accuracy of approximately 10%, the barotropic
energy conversion from the zonally varying time-mean
flow to the transient eddies is (Hoskins et al. 1983;
SWB):

�u �u
2 2C(K, K�) � (�� � u� ) � u��� , (7)

�x �y

where the overbars denote time averages, the primes
departures from the time average, and

2 2u � �
K �

2

and
2 2u� � ��

K� �
2

are, respectively, the kinetic energy of the time-mean
flow and transient eddies. Following Hoskins et al. 1983
and SWB, this may also be written as

C(K, K�) � E · �u, (8)

where
2 2E � [(�� � u� ), �u���] (9)

is the barotropic ‘‘E vector.’’ This latter representation
is useful for identifying dynamical relationships be-
tween transient eddies and the time-mean flow, as will
be discussed in more detail later in this section.

The second term in (7), associated with the meridional
shear in the mean zonal flow, is identical in form to the
barotropic conversion term for zonally symmetric basic
states (e.g., Pedlosky 1979; Holton 2004). This term
supports eddy growth in regions where eddy phase lines
tilt against the shear. In this case, meridional eddy mo-
mentum fluxes transfer zonal momentum away from
regions where the zonal flow is initially strong (i.e., the
jet) thereby smoothing the jet profile (reducing the me-
ridional shear). The first term is nonzero only when there
are zonally varying basic states. This term supports eddy
growth when zonally elongated eddies ( 
 ) enter2 2u� ��
regions where the climatological mean zonal flow is
decreasing eastward (�u/�x � 0), as is the case in the
jet exit regions over the North Pacific and North Atlantic
Oceans. Alternatively, barotropic eddy growth is also
supported when meridionally elongated eddies enter re-
gions where the mean zonal flow increases eastward, as
in the confluent flow region upstream of the time-mean
jet streams.

Figure 10 schematically illustrates the mean flow and
perturbation relationships favorable for barotropic eddy
growth for basic states characterized by diffluence and
strong meridional shear, which are commonly observed
states over much of the central North Pacific in win-
tertime. The barotropic conversion term in (8) can be
shown to have the simple geometric interpretation that
the eddies will gain energy if the mean flow deformation
makes them more ‘‘circular,’’ that is, increases eddy
isotropy (Farrell 1984; Mak and Cai 1989; Cai 1992;
Whitaker and Dole 1995; Black and Dole 2000). Con-
versely, the sense of the conversions will be from the
eddies into the mean flow when mean flow deformation
makes the eddies more anisotropic. A familiar synoptic
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FIG. 9. The streamfunction of the most unstable barotropic mode in a zonal-varying basic state representative of the
Northern Hemisphere wintertime time-mean flow, for selected days within its evolution. The contour interval is arbitrary.
From Simmons et al. (1983).
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FIG. 10. Schematic illustration of (a) favored structure for baro-
tropic growth for an eddy encountering a diffluent flow downstream
of jet maxima, (b) change in eddy structure due to subsequent de-
formation by large-scale flow, and (c) favored structure for eddy
development in a horizontal shear flow. In these figures, the solid
lines denote the mean flow streamlines, the dashed lines are the eddy
vorticity isopleths, L and H indicate relative minima and maxima in
the mean height fields, respectively, and J indicates the mean jet axis.

example is the ‘‘shearing out’’ of upper-level short-wave
troughs, with scale collapse occurring along one axis
(axis of contraction) while stretching occurs along the
orthogonal axis (axis of dilatation).

The SWB theory provided a potential explanation for
both the observed locations and favored structures of
maximum low-frequency variability over the central
North Pacific and eastern North Atlantic Oceans (Black-
mon et al. 1984; Wallace and Lau 1985; Dole 1986b;
Kushnir and Wallace 1989). However, the SWB theory
also had potential inadequacies. One was that obser-
vational analyses showed strong thermal advection and
westward (upshear) vertical tilts in the growing eddy
structures over the central North Pacific during PNA
development (Dole 1986a; DB90; Black and Dole
1993), suggesting a potentially significant role for bar-
oclinic growth processes. A second issue was the rate
of disturbance growth. When realistic damping is in-
cluded in the SWB model, the barotropic instability
mechanism alone appeared inadequate to account for
observed growth rates (Borges and Sardeshmukh 1995;
Sardeshmukh et al. 1997). Thus, while barotropic in-
stability on a zonally varying basic state could contrib-
ute significantly to growth of the PNA and EA patterns,
it seemed unlikely to be the sole source. What had
emerged from these studies, however, was the central
role of zonal variations in the basic state in accounting
for both the development and favored locations of ob-
served low-frequency variations.

3) MULTIPLE-EQUILIBRIA AND FLOW REGIMES

A third theory proposed around 1980 was that per-
sistent anomaly patterns are the manifestation of mul-
tiple ‘‘quasi-equilibrium’’ flow states that could exist
even with fixed external forcing. Early studies of the
wintertime general circulation (e.g., Rossby et al. 1939;
Namias 1947, 1950; Willett 1949) suggested that the
midlatitude flow tended to vary between two extreme
states, one characterized by a relatively weak stationary
waves and a strong westerly flow (high-zonal-index
state) and the other by highly amplified stationary waves
and weak westerlies (low-zonal-index state). In fact, un-
derstanding the causes for high- and low-zonal-index
states provided a major motivation for Rossby’s seminal
paper on planetary waves (Rossby et al. 1939). From
our previous discussion on Rossby wave dynamics, it
is clear that zonal-mean flow variations have significant
implications for wave propagation and energy disper-
sion. There are several potential causes for such vari-
ations, and improving our understanding and ability to
model zonal-mean wind changes continues to be an im-
portant subject for research (e.g., Weickmann and Sar-
deshmukh 1994; Feldstein and Lee 1998; Feldstein
2001; Weickmann 2003).

Charney and DeVore (1979) showed that, in a simple
nonlinear barotropic model forced by topography, two
equilibrium states having features similar to high- and
low-zonal-index flows could be produced through
wave–mean flow interactions, and suggested that block-
ing might be a metastable equilibrium associated with
the low-index state. In this very simple model, the equi-
librium states result from a nonlinear balance among
zonal flow driving, topographic forcing, and dissipation.
This study was followed by extensions to low-order
baroclinic models forced by topography (Charney and
Straus 1980; Reinhold and Pierrehumbert 1982). Some
early observational analyses found support for this the-
ory in explaining blocking events (Charney et al. 1981);
however, others found no convincing evidence (DG83).
A host of efforts have since searched for multiple quasi-
equilibria, or ‘‘weather regimes,’’ in observational data
(e.g., Hansen and Sutera 1986, 1988; Molteni et al.
1990; Cheng and Wallace 1993), and the debate has
been vigorous on the extent to which recurrent nonlinear
regimes have been identified (e.g., Nitsche et al. 1994).
While questions continue on whether this theory ac-
counts for specific observed states, the possibility that
nonlinear quasi-stationary wave regimes can exist and
play a significant role in climate dynamics cannot be
discounted. Such a possibility has significant implica-
tions for climate predictions as well as for projecting
future climate changes due to anthropogenic or natural
forcing (Palmer 1998, 1999).

4) FORCING BY SYNOPTIC-SCALE TRANSIENT

EDDIES

A fourth potential mechanism for low-frequency var-
iations is systematic forcing by synoptic-scale eddies.
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In discussing this mechanism, it is helpful to consider
two subquestions: first, what are the effects of the low-
frequency flow variations on synoptic-scale eddies, and
second, what are the effects of synoptic-scale eddies on
the low-frequency flow? The first question is directly
related to changes in storm tracks and eddy life cycles
that accompany persistent flow anomalies, while the sec-
ond concerns the role of eddy feedbacks on the devel-
opment, maintenance, and breakdown of persistent flow
anomalies. Although it is conceptually useful to con-
sider the two issues separately, it is also important to
recognize that interactions between synoptic-scale ed-
dies and the large-scale flow are nonlinear, and that
subtle, indirect effects of the interactions can be quite
significant. Consequently, interpreting eddy–mean flow
relationships from observational data is especially chal-
lenging. This section touches on some of the major ad-
vances occurring post-1980, focusing on the behavior
of synoptic-scale eddies during blocking events.

(i) Effects of large-scale flow anomalies on
synoptic-scale activity

Early synoptic investigations indicated that blocking
events are accompanied by major changes in synoptic-
scale storm activity (e.g., Berggren et al. 1949; Rex
1950a,b). Other studies described cases where intense
synoptic-scale cyclogenesis was followed by the down-
stream development of large-scale flow anomalies, es-
pecially blocking (Sanders and Gyakum 1980; Hansen
and Chen 1982; Colucci 1985, 1987; Mullen 1987; Trac-
ton 1990). Several characteristic synoptic features are
illustrated in Fig. 11 (from Petterssen 1956). This figure
shows daily frontal positions over two 10-day periods
prior to and following the establishment of blocking
over the eastern Atlantic and western Europe. The 10-
day period before blocking formation (Fig. 11a) is char-
acterized by a strong, predominantly zonal upper-level
flow over the North Atlantic. Frontal systems during
this period propagate mainly eastward along a relatively
narrow band across the North Atlantic, with a primary
genesis region extending from over the southeastern
United States across the western Atlantic. In contrast,
following the development of blocking (Fig. 11b), the
storm track over the central and eastern Atlantic splits
into branches well north and south of its initial latitude.
Frontal systems approaching the blocking region from
the west appear to elongate meridionally before splitting
into the northern or southern branches of the flow. Dur-
ing this period, an area of enhanced cyclogenesis also
occurs to the east of Greenland. Prior to blocking de-
velopment, frequent frontal passages led to heavy pre-
cipitation over much of western and central Europe;
following blocking development, little or no precipi-
tation was observed over the same region (Petterssen
1956).

The early investigations demonstrated that changes
in synoptic-scale eddy activity and low-frequency flow

variations are related, but the extent and dynamical in-
terpretation of the relationships remained uncertain.
Green (1977), Shutts (1986), Dole (1986a,b), Mullen
(1986, 1987), Wallace et al. (1988), Lau (1988), and
Nakamura and Wallace (1993) among others, docu-
mented the relationships more quantitatively by apply-
ing temporal filtering techniques to analyze synoptic
eddy behavior during blocking events. Figure 12 (from
Mullen 1987) shows a good example of this method for
evaluating systematic relationships between the time-
mean flow and synoptic-scale eddy activity for a com-
posite of Atlantic blocking cases. Note the qualitative
similarities of the ‘‘bandpass’’ storm tracks (Fig. 12b)
to the earlier synoptic analyses (Fig. 11b), especially
the pronounced northward shift over the eastern Atlantic
and the indication of a new maximum near southeast
Greenland. Nakamura and Wallace (1990) and Neilley
(1990) further extended these studies of ‘‘mature phase’’
relationships by analyzing changes in synoptic-scale
eddy activity through the life cycles of low-frequency
circulation anomalies. These studies showed a tendency
for enhanced synoptic-scale variance upstream of de-
veloping blocking patterns a few days prior to the onset
of blocking, consistent with synoptic descriptions of
strong upstream synoptic-scale cyclogenesis preceding
blocking development.

To first order, the observed differences in eddy ac-
tivity associated with persistent flow anomalies conform
to synoptic experience and simple theory. In general,
the storm tracks approximately coincide with the zones
of maximum time-mean baroclinicity. Enhanced vari-
ability is also preferentially located near and down-
stream of major long-wave troughs and, conversely, var-
iability is usually suppressed near and immediately east
of major long-wave ridges. However, as shown quite
strikingly by Nakamura (1992), baroclinicity alone is
not the sole factor modulating the strength of synoptic-
scale variability. Nakamura found that maximum bar-
oclinic wave activity (as measured by bandpass variance
in heights, meridional heat fluxes, and other variables)
occurs in autumn and spring over the western and central
North Pacific (Fig. 13), with a midwinter suppression
in activity at a time when the climatological-mean bar-
oclinicity is strongest. Nakamura showed that this mid-
winter suppression occurs when the strength of the up-
per-tropospheric jet exceeds a threshold of �45 m s�1.
He suggested that this midwinter minimum, which is
not observed in the Atlantic storm track, might be re-
lated to rapid advection of the disturbances through the
highly baroclinic region over the western Pacific as well
as increased low-level trapping of the waves. Other pos-
sible mechanisms, such as seasonal changes in baro-
tropic shearing deformation and condensational heating
(Chang 2001) have also been suggested for this inter-
esting within-season variation, which is manifested in
interannual (Nakamura et al. 2002) as well as seasonal
time scales, and the problem continues to be actively
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FIG. 11. Daily frontal positions during two successive 10-day periods (a) preceding the formation and (b) following
the development of blocking over the eastern Atlantic and western Europe. From Petterssen (1956).

investigated (Zhang and Held 1999; Chang 2003; Har-
nik and Chang 2004).

(ii) Advances in dynamical understanding of storm
track variations

The progress in describing relationships between low-
frequency flow variations and synoptic-scale variability
has been accompanied by major advances in our un-
derstanding and ability to model storm tracks. For the
extratropical wintertime flow, a rough first approxima-
tion for preferred storm tracks can be obtained from
spatial variations in baroclinicity as shown, for example,
by maps of local time-average values of the Eady growth
parameter � (Eady 1949):

�u
f
�z

� � 0.31 , (10)
N

where N is the buoyancy frequency (Holton 2004).
However, rapid development does not always occur in
such regions. Through the 1980s and 1990s, horizontal
shear (James 1987) and deformation in the basic-state
flow (Mak and Cai 1989; Cai and Mak 1990; Lee
1995a,b; Whitaker and Dole 1995; Branstator 1995) be-
came increasingly recognized as playing important roles
in organizing storm tracks and determining differences
in synoptic-scale storm life cycles (Thorncroft et al.
1993, and their ‘‘type-1’’ versus ‘‘type-2’’ life cycles).
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FIG. 12. Distributions of (a) 500-mb composite-mean geopotential height contours and (b) standard deviation of
Blackmon’s (1976) bandpass-filtered 500-mb geopotential height for observed Atlantic blocking composites. In (b),
shading represents values greater than 55 m and the heavy red line represents the axis of the climatological-mean
position of the ‘‘storm track.’’ From Mullen (1987).

More recent work has reinforced the importance of
changes in baroclinicity, horizontal shear and defor-
mation as well as ‘‘seeding’’ by upstream disturbances
in accounting for storm-track changes (Chang 2001,
2005; Chang and Fu 2002; Orlanski 2005).

Another crucial theoretical advance was to show that
significant transient growth of disturbances could occur
even if the flow was formally stable, given the presence
of favorably configured perturbations in flows that had
either vertical or horizontal shear or deformation (Farrell
1982, 1985, 1984; Mak and Cai 1989). This has led to
a linear theory of storm tracks in which many of the
observed features of Northern Hemisphere synoptic-

scale variability can be deduced simply by considering
the eddies as stochastically forced disturbances evolving
on a baroclinically stable basic-state flow (Whitaker and
Sardeshmukh 1998; Zhang and Held 1999).

As discussed by Sanders (1988), among others, the
evolving vertical structures obtained in theoretical stud-
ies by Farrell (Farrell 1984) and others strongly resem-
ble observed cases of ‘‘type-B’’ cyclogenesis as de-
scribed by Petterssen (1955). In this form of develop-
ment, the vertical structure of disturbances evolves sys-
tematically, with an initial upshear vertical tilt between
the surface low and upper-level trough that decreases
as the disturbance intensifies, until the upper-level
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FIG. 13. Latitude–time sections showing the seasonal march of baroclinic wave amplitudes, defined using the temporal filter of Nakamura
(1992) in the 250-hPa geopotential heights averaged over the longitude intervals (a) 160�E–160�W and (b) 70�–30�W. Seasonal march of
the same fields averaged over (c) the western Pacific (130�–170�E) and (d) central Pacific (160�E–160�W) for individual 12-month periods
from August 1965 to July 1984. From Nakamura (1992).

trough becomes approximately in phase with the surface
cyclone center. Hoskins et al. (1985, hereafter HMR)
provide a simple dynamical interpretation for this type
of development in their landmark paper on potential
vorticity dynamics. Davis and Emanuel (1991) applied
the essential concepts of potential vorticity invertibility
discussed in HMR to diagnose the contributions of po-
tential vorticity perturbations at different locations and
pressure levels to cyclogenesis. Black and Dole (1993)
used a similar method to diagnose sources for the de-
velopment of cases of strong positive PNA patterns.
Their results suggested that nonmodal transient growth
involving both barotropic and baroclinic processes like-
ly plays a significant role in these developments (see
also Feldstein 2002). Black (1997) subsequently ex-
tended these analyses to consider the life cycles of both
polarities of the PNA and EA patterns. He found a sim-
ilar mechanism was responsible for the developments
in all types of cases considered. The primary wave
source regions were located in the central North Pacific
and eastern North Atlantic, respectively, with Rossby
wave dispersion from the source regions leading to the
establishment of the mature teleconnection patterns.

Beyond these relatively large-scale features, research
into storm-track dynamics, most notably by E. Chang
and colleagues, shows that synoptic-scale activity is or-
ganized into wave packets, which typically disperse en-
ergy downstream along baroclinic waveguides at speeds

comparable to the strength of the mean flow. Lee and
Held (1993) first noted this behavior in simple models
of the Southern Hemisphere general circulation, and
Chang (1993) showed that this behavior was also prev-
alent in the Northern Hemisphere. Figure 14, from
Chang et al. (2002) illustrates this behavior over a por-
tion of one winter. Individual trough and ridge systems
can be seen propagating within the packets at speeds on
the order of 10 m s�1. However, these individual dis-
turbances are imbedded within larger wave packets that
propagate more rapidly downstream. This is manifested
synoptically by a succession of ‘‘downstream devel-
opments’’ (see also Namias and Clapp 1944). The down-
stream energy fluxes related to this mechanism extend
the storm track from regions of strong baroclinicity to
regions less favorable for baroclinic development.
Chang et al. (2002) provide an excellent review of
storm-track dynamics in which this mechanism is dis-
cussed in more detail.

(iii) Effects of synoptic-scale eddies on large-scale
flow anomalies

We have seen that low-frequency flow anomalies alter
synoptic-scale variability and, hence, can contribute to
systematic changes in storm behavior like those inferred
from Fig. 1. What about the second question, the effect
of synoptic-scale eddies on the low-frequency flow?
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FIG. 14. Hovmöller (longitude–time) diagram of 300-hPa �� and ��2, unfiltered except for the removal of seasonal
mean, for the period 1 Dec 1980 to 14 Jan 1981 (contours 10 m s�1 and 100 m s�2). In this figure, �� has been averaged
over a 20� latitude band centered on the upper-tropospheric waveguide as defined in Chang and Yu (1999). From Chang
et al. (2002).

Here again, there have been substantial advances in un-
derstanding. Studies in the late 1970s and early 1980s
focused initially on time-mean heat and vorticity bud-
gets during blocking events, in attempts to distinguish
relative changes in time-mean and transient eddy forcing
(Green 1977; Illari 1984; Shutts 1986; Mullen 1986).
To assess the net effects of the eddies, it is necessary
to take into account the combined effects of eddy fluxes
of vorticity and heat as well as the eddy-induced sec-
ondary circulations. The conservation and invertibility
principles of potential vorticity dynamics (HMR) play
a fundamental role in helping to interpret such rela-
tionships.

At the level of quasigeostrophic theory (Holton 2004)
the mean flow tendency forced by eddies is due to the
convergence of the eddy flux of quasigeostrophic pseu-
dopotential vorticity in the interior of the atmosphere:

�q
� �V · �q � � · (V�q�) � S, (11)

�t

where the quasigeostrophic pseudopotential vorticity q
is

1 � f ��0q � �� � f � (12)� �f �p N �p0 b

together with the eddy flux convergence of potential
temperature, �, on the lower boundary (Hoskins 1983):

��
� V · �� � � · (V���) � H. (13)

�t

In (11) and (13), the overbars denote any simple av-
eraging process, which here we will take to represent a
time mean, with the primes denoting deviations from
the mean values. In (11) and (13) S and H represent
time-mean frictional and diabatic forcing terms, re-
spectively. It is worth keeping in mind that, while the
eddy forcing appears explicitly only in the eddy flux
convergence terms, the eddies can also force the mean
flow indirectly by altering the time-mean diabatic and
frictional forcing terms (Hoskins 1983).

From (11) and (13), a time-mean ‘‘tendency equa-
tion’’ for the geopotential height field can be obtained
(Lau and Holopainen 1984), which is analogous to the
standard quasigeostrophic geopotential tendency equa-
tion (Holton 2004), with eddy flux convergence terms
for vorticity and temperature replacing the correspond-
ing vorticity advection and thermal advection terms. The
eddy contributions to the initial time mean tendency can
be written as
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1 � 1 � ��
2 HEAT VORT� � f � D � D , (14)0 � �[ ]f �p N �p �t0 b

where

� � · V���
HEATD � f (15)0 � ��p Nb

and

VORTD � �� · V���. (16)

Given the eddy forcing terms (15) and (16) together
with appropriate boundary conditions for the eddy heat
fluxes (Lau and Holopainen 1984), the elliptic equation
[(14)] can be solved to give the initial geopotential ten-
dency that would be expected for a specified transient
eddy forcing. Lau and Holopainen used this method to
determine the initial tendency of the climatological-
mean flow due to transient eddies, while Mullen (1987)
and Holopainen and Fortelius (1987) applied a similar
method to assess the mean-flow tendencies produced by
transient eddies during blocking situations. These stud-
ies showed that, at least in the vicinity of the blocking
patterns, the net upper-level tendency patterns is dom-
inated by the vorticity fluxes [(16)]. Overall, there was
net anticyclonic forcing near and upstream of the block-
ing ridge, tending to reinforce the block and counter-
acting the tendency for the ridge to be advected eastward
by the time-mean flow (Mullen 1987). In a similar anal-
ysis of monthly variability, Lau and Nath (1991) found
that the initial height tendencies forced by synoptic-
scale eddies usually reinforced observed monthly mean
upper-level height anomalies. Subsequent studies ap-
plying analogous diagnostic approaches indicate that
forcing by synoptic-scale eddies can also play a signif-
icant role in blocking onset (e.g., Neilley 1990; Naka-
mura et al. 1997).

An alternative means for assessing wave–mean flow
interactions was developed in the 1980s, based on ex-
tensions of Eliassen–Palm (EP) flux diagnostics devel-
oped for zonal-mean flows to zonally varying time-
mean flows (Hoskins et al. 1983; Plumb 1985, 1986;
Trenberth 1986). For zonal-mean flows, the EP flux vec-
tors indicate the direction of flux of wave activity, while
the EP flux divergence provides a measure of the net
eddy forcing of the zonal-mean flow (Andrews and
McIntyre 1976; Edmon et al. 1980). Deriving similar
relationships for zonally varying time-mean flows re-
quires additional approximations, and hence different
formulations have been proposed; see Trenberth (1986)
for a discussion of the differences. Here, we will sketch
the basic ideas using the formulation of Hoskins et al.
(1983).

To illustrate this method, we confine our discussion
to the horizontal flux components only, which are then
given by the terms in (9). As discussed earlier, the x
component of the E vectors is related to horizontal shape
asymmetries of the disturbances, with positive (east-

ward) values associated with meridionally elongated ed-
dies, and negative values with zonally elongated eddies.
The y component is related to horizontal phase tilts,
with positive (northward) values being associated with
phase lines that slope westward with increasing latitude
(i.e., northwest–southeast-tilted ridges and troughs).

As discussed by Hoskins et al., subject to certain
approximations, the contribution to the acceleration of
the mean westerly flow by transient eddies is given by

�u �u �u
� u � � � � · E. (17)� ��t �x �y

TE

In particular, where � ·E 
 0 there is a net eddy forcing
that tends to increase the westerly component of the
mean flow.

Figure 15 (from Shutts 1986) displays E vectors for
a case of Atlantic blocking. In this study, E vectors were
derived from 300-hPa data that had been filtered to re-
tain periods of less than a week (corresponding to syn-
optic-scale eddies). Well upstream of the blocked re-
gion, the E vectors are mainly directed eastward, in-
dicating eddies that are primarily meridionally elon-
gated. As the eddies approach the region where the
large-scale flow becomes strongly diffluent, the mag-
nitudes of the E vectors first increase, and then become
very small. The initial increase is the manifestation of
baroclinic growth as well as a tendency toward reduction
of the eddy zonal wavelengths as disturbances become
stretched meridionally in the region of strong large-scale
flow deformation. The smaller magnitudes are associ-
ated with the very low values of synoptic-scale vari-
ability observed in the vicinity of the blocking anticy-
clone. Shutts interpreted these E-vector patterns as the
signature of a barotropic ‘‘eddy-straining’’ mechanism
that reduces the east–west scale of the eddies as they
encounter the strongly diffluent flow upstream of the
block. The variations in the eddies as they approach the
block leads to a � ·E � 0 near and just to the south of
the anticyclonic vorticity center, implying a tendency to
decrease the strength of the mean westerly flow in a
region where it is already weak. In addition, there is a
latitudinal fanning out of E vectors (indicative of
‘‘bowed’’ troughs and ridges) in the westerlies well to
the south of the anticyclone giving � ·E 
 0, implying
a tendency for the eddies to increase the strength of the
mean westerlies in the region where the westerlies are
already anomalously strong. An additional region,
where � ·E 
 0, is located in the westerlies to the north
of the blocking anticyclone.

Thus, these analyses suggest that the large-scale flow
anomalies associated with blocking alter synoptic-scale
eddy activity and that these changes result in a net pos-
itive eddy feedback that reinforces the large-scale flow
anomalies. Subsequent studies have made use of similar
techniques to document changes in synoptic-scale eddy
structures and diagnose eddy feedbacks onto low-fre-
quency anomalies (Neilley 1990; Higgins and Schubert



Name /amsm/7_104        04/18/2008 02:20PM     Plate # 0-Composite pg 110   # 20

VOL. 33, NO. 55M E T E O R O L O G I C A L M O N O G R A P H S

Allen Press • DTPro System GALLEY 110 File # 04em

FIG. 15. High-pass-filtered E vectors superimposed on the mean streamfunction field for a North Atlantic blocking
case for the period 5–22 Feb 1983. From Shutts (1986).

1993, 1994; Nakamura et al. 1997). These studies in-
dicate that positive eddy feedbacks frequently occur in
association with both blocking and unusually strong
zonal flows. In an interesting diagnostic analysis of an
Atlantic blocking case, Hoskins and Sardeshmukh
(1987) found that enhanced large-scale diffluence over
the western and central Atlantic produced by anomalous
tropical heating provided an important catalyst for re-
organizing Atlantic synoptic-scale eddy activity, with
changes in eddy potential vorticity fluxes then leading
to blocking development.

(iv) Additional comments

Aside from the direct effects of the eddy fluxes, syn-
optic-scale eddies can also exert important indirect ef-
fects on the large-scale flow. For example, in midlati-
tudes, changes in time-mean diabatic heating are related
to changes in the storm tracks, primarily through chang-
es in spatial distributions of latent (but also sensible and
radiative) heating. The relationships between latent, sen-
sible, and radiative heating distributions and storm
tracks are incompletely understood, but certainly are
geographically dependent. To the extent that the syn-

optic-scale eddies influence the mean flow, they also
indirectly alter the generation and propagation charac-
teristics of planetary-scale waves.

Interactions of low-frequency flow anomalies with
topography can also impact synoptic-scale eddy activity,
with variability typically being enhanced on the lee sides
of major mountain barriers in regions of stronger-than-
normal flow (Hsu and Wallace 1985; Hsu 1987; Dole
1987; Lau 1988). These include secondary maxima to
the lee of the U.S. Rockies in the negative PNA cases
and to the lee of the Canadian Rockies in the positive
PNA cases (Dole 1987), and to the lee of Greenland in
the positive EA cases, consistent with Mullen’s results
(cf. Fig. 12b).

While time-mean budget studies have added signifi-
cantly to our understanding, their interpretation can be
difficult, and in some circumstances they may even ob-
scure important dynamical processes (Held and Hoskins
1985). For example, consider a case in which strong
eddy–mean flow interactions occur until the flow ap-
proaches a quasi-equilibrium state where the eddy forc-
ing terms becomes very small. Budgets evaluated at this
later time may suggest that the role of the eddies is
negligible; however, the quasi-equilibrium state may not
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be obtainable in the absence of the eddies. Reinhold and
Pierrehumbert (1982) found such a behavior in a low-
order baroclinic model. In establishing causal mecha-
nisms, careful case studies focusing on the time evo-
lution of events are often most useful; in this regard,
Professor Sanders’s synoptic case studies provide many
clear examples. For large-scale flows in which balance
conditions are well met, studies focusing on the time
evolution of potential vorticity can be particularly il-
luminating (HMR; Morgan and Nielsen-Gammon
1998).

Despite the differences in methods, synoptic and di-
agnostic results are consistent in indicating that, in the
development and maintenance of blocking and other
persistent flow anomalies, synoptic-scale eddies can and
often do play a major reinforcing role. The results paint
a rich picture of the interplay between synoptic-scale
eddies and the large-scale flow on which they evolve.
From an operational standpoint, the results suggest that
the failure to adequately simulate the large-scale flow
will result in errors in predicting the regions of cyclo-
genesis and subsequent storm tracks. They also suggest
that large-scale flow errors can arise from systematic
deficiencies in modeling synoptic-scale disturbances.

c. Tropical connections

We have introduced several potential mechanisms for
producing extratropical low-frequency variability, in-
cluding Rossby waves forced by localized diabatic or
topographic sources, large-scale flow instabilities (or
nonmodal growth), quasi-equilibrium states represent-
ing a nonlinear balance between mean flow and forcing
terms, and forcing by anomalous synoptic-scale eddy
fluxes. While all of the above mechanisms can occur
solely through midlatitude processes, the potential im-
pact of tropical diabatic heating on extratropical low-
frequency variability has been and continues to be a
major focus for research, especially in studies aimed at
improving weather and climate forecasts.

There are several reasons for this emphasis, including
1) the existence of coherent low-frequency variations
in organized convection that can act as anomalous Ross-
by wave sources; 2) the relatively strong extratropical
response exhibited in both simple and comprehensive
general circulation models to variations in tropical forc-
ing (Simmons 1982; Branstator 1985; Newman and Sar-
deshmukh 1998; Barsugli and Sardeshmukh 2002); and
3) evidence from predictability studies suggesting that
much of the potential predictability of weather and cli-
mate beyond 1 week is likely related to tropical heating
variations (Winkler et al. 2001; Newman et al. 2003;
Compo and Sardeshmukh 2004). This section summa-
rizes advances in our understanding of the role of trop-
ical phenomena in forcing extratropical low-frequency
variability over the PNA sector, focusing primarily on
ENSO and the Madden–Julian oscillation (MJO).

1) ENSO RELATIONSHIPS

As noted previously, the major El Niño event of 1982/
83 was not fully recognized, much less predicted, as it
was occurring. This situation would soon change dra-
matically for several reasons, including: 1) rapidly
emerging documentation of systematic relationships be-
tween ENSO and tropical and extratropical climate var-
iability (e.g., Horel and Wallace 1981; Rasmusson and
Wallace 1983); 2) a developing dynamical basis to in-
terpret the relationships between tropical and midlati-
tude climate variations (Egger 1977; Hoskins et al.
1977; Opsteegh and Van Den Dool 1980; Hoskins and
Karoly 1981; Webster 1981); 3) the ability to reproduce
observed relationships in general circulation models
(Palmer and Mansfield 1984; Lau 1985; Hoerling and
Kumar 2000); 4) the successful prediction of El Niño
with a simple coupled tropical ocean–atmosphere model
(Cane et al. 1986; Zebiak and Cane 1987); and 5) vastly
improved observations and expanded research con-
ducted under the Tropical Ocean and Global Atmo-
sphere (TOGA) program. Extensive reviews of ENSO
can be found in Philander (1990), National Research
Council (1996), articles within a special issue of the
Journal of Geophysical Research—Oceans (in 1998)
and references therein.

(i) Characteristic features

The essence of the ENSO phenomenon arises from
coupling of the atmosphere and ocean over the tropical
Pacific (Bjerknes 1969). Changes in tropical heating dis-
tributions provide anomalous sources for Rossby waves
that can propagate into higher latitudes, leading to glob-
al climate impacts (Ropelewski and Halpert 1987, 1989;
Kiladis and Diaz 1989; Halpert and Ropelewski 1992;
Trenberth et al. 1998). Spectral analyses of atmospheric
and oceanic variables related to ENSO show significant
variability in periods ranging from 2 to 7 yr (Trenberth
and Shea 1987; Ropelewski et al. 1992), and on these
time scales, ENSO is the dominant mode of global cli-
mate variability.

Within this broad time band, the general character of
the ENSO variations is that of an irregular oscillation
between two extreme states of the tropical Pacific cou-
pled ocean–atmosphere system. One state is character-
ized by warmer-than-normal sea surface temperatures
over the central and eastern tropical Pacific, with below-
normal surface pressures in the same region and above-
normal surface pressures over the western tropical Pa-
cific, including Indonesia and Australia. This part of the
oscillation is generally termed the ENSO warm phase.
The other extreme state, the ENSO cold phase, is char-
acterized by below-normal sea surface temperatures
over the central and eastern Pacific together with rela-
tively high surface pressure over this region and lower-
than-normal surface pressures over the western tropical
Pacific. Because of the very strong coupling between
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FIG. 16. Composite November–March SST anomalies for (a) El Niño and (b) La Niña. Cases are from the period
1870–2004, extending the cases of Kiladis and Diaz (1989) using the SST index defined in that study.

sea surface temperatures and sea level pressure over
these regions, ENSO warm phase conditions are often
simply called El Niño, and cold phase conditions La
Niña, although strictly these refer only to the ocean
component of the system.

Figure 16 shows composite SST analyses for the two
phases. Note that in addition to the strong SST variations
in the eastern tropical Pacific, there are systematic var-
iations elsewhere. For example, SST anomalies of the

same sign as the tropical eastern Pacific anomalies ex-
tend to higher latitudes along the west coasts of both
North America and South America, same-signed SST
anomalies also occur over parts of the Indian and trop-
ical Atlantic Oceans, and anomalies of opposite sign are
located in the central North Pacific and subtropical
South Pacific Oceans. The coastal anomalies are the
result of poleward propagation by oceanic Kelvin
waves, which are edge waves that propagate parallel to
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FIG. 17. Composite ENSO surface features. Fields are from NCEP–NCAR reanalyses regressed upon a Pacific cold
tongue index defined in Wallace et al. (1998) for the period from January 1985 to December 1993. All regression
coefficients are per standard deviation of the cold index. (a) The 1000–200-hPa layer-mean temperature (contour interval
0.1�C; negative contours are dashed) superimposed upon rainfall (anomalies of �1 and �3 cm month�1 are shaded
blue and greater than 1, 3, 5, and 7 cm month�1 are shaded red). (b) SLP (contour interval 0.25 hPa, negative contours
are dashed) and surface vector wind superimposed upon rainfall. Only vectors with magnitudes 
 0.5 m s�1 are plotted.
(c) Surface vector wind superimposed upon SST obtained from COADS data. From Wallace et al. (1998), their
Fig. 8.

the coastlines with the boundary on the right side in the
Northern Hemisphere and on the left side in the South-
ern Hemisphere (Gill 1982). The anomalies in the North
and South Pacific, Atlantic, and Indian Oceans are re-
lated to an ‘‘atmospheric bridge’’ mechanism, in which
tropical Pacific SSTs lead to changes in the global at-
mospheric circulation, which can then produce changes
in SSTs in the underlying oceans (Alexander et al.
2002).

The ‘‘SO’’ in ENSO reflects the strong tendency for
associated sea level pressures to be antiphase between
the eastern and western tropical Pacific, as described by
Walker (1924). The Southern Oscillation index (SOI),
as measured by mean sea level pressure differences be-
tween Tahiti and Darwin, tends to be below normal
during El Niño and above normal during La Niña (Tren-
berth 1976; HW81). Figure 17 shows the characteristic
surface features associated with ENSO as obtained from
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FIG. 18. Composite wintertime OLR anomalies (W m�2) associated with (a) seven El Niño events and (b) five La
Niña events over the period from 1979 to 2004.

the National Centers for Environmental Prediction–Na-
tional Center for Atmospheric Research (NCEP–NCAR)
reanalyses. While these features are typical, all events
differ in some aspects, and these different ‘‘flavors’’ of
ENSO (Trenberth 1997a,b; Trenberth and Stepaniak
2001) can have significant implications, especially for
seasonal anomalies and climate forecasts in midlatitudes
(Kumar and Hoerling 1997; Hoerling and Kumar 1997;
Hoerling et al. 1997).

Related changes in tropical rainfall, as inferred from
outgoing longwave radiation (OLR), are quite striking,
with a tendency for convection to shift toward the region
of warmest SSTs (Fig. 18). As discussed previously, the
associated upper-level divergence together with advec-
tion of mean vorticity by the anomalous divergent flow
provide local sources for Rossby waves. Energy dis-
persion occurs poleward and eastward from the con-
vective source regions, altering the subtropical jets and
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extratropical stationary wave patterns. These features
can be seen in Fig. 19, which shows respective com-
posite 200-hPa circulation anomalies associated with El
Niño and La Niña conditions. During the El Niño events
(Fig. 19a) there are flanking anticyclones in the sub-
tropics in both hemispheres located poleward of the re-
gions of maximum anomalous heating, with intensifi-
cation of the subtropical jets on the poleward sides of
the anticyclones. In El Niño winters, the Pacific jet exit
region tends to extend well eastward of its normal lo-
cation, while it remains more confined in the western
part of the basin in La Niña years. Figure 20, from
Trenberth et al. (1998), provides a schematic illustrating
the anticipated upper-level mean flow response to a near-
equatorial heat source, as well as expected seasonal-
mean storm-track changes, consistent with observed
ENSO–storm track relationships (Kok and Opsteegh
1985; Held et al. 1989; Hoerling and Ting 1994).

(ii) Relationships of ENSO to extratropical low-
frequency variations

Because of the mismatch in time scales, ENSO is
unlikely to be directly responsible for most intraseasonal
low-frequency variability. Nevertheless, by modifying
the seasonal mean flow and storm tracks, ENSO can
effectively load the climate dice by producing condi-
tions that are more (or less) favorable for the devel-
opment of low-frequency circulation anomalies in a giv-
en region. In an early study considering this possibility,
Mullen (1989) performed perpetual January experi-
ments with the NCAR general circulation model to as-
sess the responses of Pacific blocking to various tropical
and midlatitude sea surface temperature anomalies. His
results indicated that the sea surface temperature anom-
alies did not significantly alter the total blocking fre-
quency over the Pacific, but did affect the preferred
locations of blocking formation. He found that ENSO
warm phase (El Niño) conditions favored increased
blocking along the west coast of North America and
suppressed blocking over the mid-Pacific. Conversely,
ENSO cold-phase (La Niña) conditions were associated
with enhanced mid-Pacific blocking. These basic results
were confirmed in later studies (Hoerling and Ting 1994;
Renwick and Wallace 1996; Compo et al. 2001). Con-
sistent with the correlations described in HW81, positive
PNA patterns are also more likely to occur in the ENSO
warm phase, with more negative cases during the ENSO
cold phase (Renwick and Wallace 1996; Straus and
Shukla 2002).

Studies by Sardeshmukh et al. (2000) and Compo et
al. (2001) have examined in more detail the potential
influences of El Niño and La Niña on variability across
a range of time scales using observational analyses and
general circulation model simulations. Sardeshmukh et
al. found substantial asymmetries in the remote response
to El Niño and La Niña in both time-mean fields and
variability. Through analyses of large (180 member) en-

sembles of general circulation model runs, they were
able to detect statistically significant changes in prob-
ability distributions for two seasons characterized by El
Niño [January–March (JFM) 1987] and La Niña (JFM
1989) conditions. They concluded that the changes in
distributions were sufficiently large to substantially alter
the risks of extreme climate anomalies.

Compo et al. (2001) examined the responses to ENSO
across a range of time scales, including variations at
synoptic, intraseasonal, monthly, and seasonal time
scales. They found that the responses to ENSO differed
sharply depending on the time scale of interest; for ex-
ample, La Niña events were associated with increased
variance of the North Pacific near the Aleutians on in-
traseasonal and monthly time scales, which they attrib-
uted to more frequent blocking activity, while at the
same time synoptic-scale variability in this region was
suppressed. Three mechanisms were suggested as im-
portant in accounting for the observed ENSO-induced
changes in extratropical variability. First, asymmetries
in the tropical heating anomalies related to El Niño ver-
sus La Niña conditions could force some of the observed
differences. Second, changes in the extratropical base
state due to ENSO could alter the stability and potential
for growth of some of the low-frequency modes, for
example, related to the PNA pattern. Third, changes in
storm tracks could alter the synoptic eddy feedbacks
onto low-frequency variations. Sardeshmukh et al.
(2000) and Compo et al. (2001) both emphasized the
need for large ensembles (order of a few hundred mem-
bers) to reliably estimate systematic changes in extra-
tropical variability due to El Niño or La Niña conditions.

(iii) Relationships of ENSO to extratropical storm
variability

Research within the last several years has provided
additional insights on the connections between ENSO
and synoptic-scale weather phenomena. Barsugli et al.
(1999) applied an innovative approach to evaluate the
effects of the 1997/98 El Niño on observed synoptic
weather events. In their study, they conducted parallel
ensembles of medium-range weather forecasts out to 16
days every day throughout the winter of 1997/98, with
the sole difference between ensembles being that one
ensemble set used as boundary conditions observed
SSTs in both the Tropics and midlatitudes, while the
other replaced the tropical SSTs with their climatolog-
ical-mean values. Because tropical SST anomalies dur-
ing this winter were largely associated with the strong
El Niño event, to first order this approach enabled an
assessment of the sensitivity of the forecasts to the pres-
ence or absence of El Niño conditions. Barsugli et al.
termed the ensemble mean differences between the two
sets of forecasts the ‘‘synoptic El Niño signal,’’ which
is a function of initial date and forecast lead time. They
found that, on average, an El Niño signal appeared with-
in the first day of the forecasts in the tropical Pacific.
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FIG. 19. Composite wintertime 300-hPa height anomalies (m) associated with (a) 14 El Niño and (b) 10 La Niña
events over the period from 1950 to 2004, from NCEP–NCAR reanalysis data.

This signal then extended into the extratropics and in
some cases substantially altered the midlatitude flow
evolution, especially in the second week (days 8–14) of
the forecasts.

Interestingly, Barsugli et al. also found that, despite
the slow evolution of the SST anomalies, El Niño im-
pacts on the forecasts varied substantially during the
course of the season. This suggests that other intrasea-
sonal variations were significantly modulating the ef-
fects of the tropical SST anomalies, effectively opening
and closing the ‘‘window’’ to strong tropical–extratrop-
ical interactions. Figure 21 shows one example of a
period of significant extratropical El Niño impacts on
8–14-day forecasts. This period marks the onset of
heavy rains in California around 1 February 1998. The
precipitation forecasts with observed SSTs that include
El Niño conditions (Fig. 21a) show a strong, zonally
oriented storm track that extends eastward from the cen-
tral North Pacific to the western United States, with
maximum rainfall near the northern California coast. In
contrast, the forecasts where tropical SSTs are replaced
with their climatological values (Fig. 21b) have a weak-

er track extending northeastward from the central Pacific
to British Columbia, with dry conditions over most of
the west coast, including California. The El Niño signal
(Fig. 21c) indicates that El Niño forcing contributed
substantially to the storm-track changes leading to heavy
rainfall in California during this period (Fig. 21d). Bar-
sugli et al. found that for the entire 1997/98 winter
season variations in strength of the synoptic El Niño
signal broadly coincided with subseasonal rainfall var-
iability over central California, suggesting the impor-
tance of tropical–extratropical interactions in modulat-
ing rainfall variations for this region and season.

Recent synoptic studies have provided further insights
into ENSO impacts on midlatitude storm activity. Sha-
piro et al. (2001) compared the life cycles of baroclinic
storm systems over the North Pacific in two consecutive
winters, one characterized by strong El Niño conditions
(1997/98) and the other by La Niña conditions (1998/
99). The time-mean 250-hPa flow for these two winters
is shown in Fig. 22. The contrast in mean flows is clearly
evident across the eastern Pacific, with a mean jet axis
that extends eastward across Baja California in 1997/
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FIG. 20. Schematic of the dominant changes in the upper tropo-
sphere, mainly in the Northern Hemisphere, in response to increases
in SSTs, enhanced convection, and anomalous upper-tropospheric di-
vergence in the vicinity of the equator (scalloped region). Anomalous
outflow into each hemisphere results in subtropical convergence and
an anomalous anticyclone pair straddling the equator, as indicated by
the streamlines. A wave train of alternating high and low geopotential
and streamfunction anomalies results from the quasi-stationary Ross-
by wave response (linked by the double line). In turn, this typically
produces a southward shift in the storm track associated with the
subtropical jet stream, leading to enhanced storm-track activity to the
south (dark stipple) and diminished activity to the north (light stipple)
of the first cyclonic center. Corresponding changes may occur in the
Southern Hemisphere. From Trenberth et al. (1998).

98 and is shifted substantially poleward toward the Pa-
cific Northwest in the following year. Shapiro et al.
found that the synoptic life cycles and associated eddy
fluxes were also quite different in the two winters. Rep-
resentative examples can be seen in Fig. 23, which
shows a pronounced cyclonic roll-up just off the west
coast in the region of intense cyclonic shear in the mean
zonal flow for an El Niño winter case, while the La Niña
winter case shows an example of anticyclonic wave
breaking. Shapiro et al.’s results showed that large dif-
ferences in the mean flows between the El Niño and La
Niña winters led to preferential baroclinic life cycles
over the North Pacific that closely resembled the life
cycle (LC) paradigms LC2 and LC1, respectively, of
Thorncroft et al. (1993). Because of the radically dif-
fering momentum fluxes between these two life cycles,
the results also imply substantial differences in synoptic
eddy feedbacks onto the mean flow.

Stepping still further down the scale, recent work
shows that El Niño can also impact moisture transports
over the eastern Pacific through effects on narrow, con-
centrated channels termed ‘‘atmospheric rivers’’ (Zhu
and Newell 1998; Zhu et al. 2000; see also Newell et
al. 1992; Iskenderian 1995). Relatively small but sys-
tematic differences in wind direction and moisture trans-
ports within these atmospheric rivers have been found

to vary with respect to ENSO phase, while their inter-
action with the complex local topography helps deter-
mine locations of flooding in El Niño versus non–El
Niño years (Ralph et al. 2003, 2004, 2005; Andrews et
al. 2004). Figure 24 shows an example of an atmo-
spheric river for a case associated with severe flooding
in northern California in February 2004. In addition to
systematic effects of ENSO on moisture transports,
Persson et al. (2005) found that warm coastal SST
anomalies associated with strong El Niño events con-
tribute to enhanced upward sensible and latent heat flux-
es that can increase convective available potential en-
ergy of air parcels reaching the coast. They conclude
that when this destabilized air is forced upward by steep
coastal terrain deep convection can be enhanced, with
an increased risk of coastal flooding. In a recent study,
Bao et al. (2006) document the entrainment of tropical
water vapor into atmospheric rivers for extreme West
Coast flooding events, and find that the direct linkage
to the Tropics is most likely in ENSO-neutral years.
These and other effects of climate variations on syn-
optic, mesoscale, and even microscale processes, rep-
resent emerging areas for research on the linkages be-
tween weather and climate.

2) THE MADDEN–JULIAN OSCILLATION

The previous results indicate that ENSO can alter the
probability of occurrence of certain intraseasonal phe-
nomena within a season and region, as well as change
the likelihood of extreme weather events. ENSO itself,
however, cannot determine the precise timing of such
events. Beyond ENSO, a rich diversity of intraseasonal
tropical phenomena exist that also modulate large-scale
convection and flow fields, and hence can act as poten-
tial wave sources for exciting extratropical variability
(Kiladis and Weickmann 1997). Of these, the dominant
intraseasonal mode has a spectral peak in the range of
approximately 40–50 days (Madden and Julian 1971,
1972), and is now generally known as the MJO. This
section briefly summarizes the major features of the
MJO, with emphasis on potential linkages to extratrop-
ical low-frequency variability and storm behavior. More
extensive reviews of the MJO can be found in Madden
and Julian (1994) and Zhang (2005).

(i) Tropical features

A remarkable aspect of tropical convection is its ten-
dency to organize on scales much larger than that of
individual convective elements. This is clearly evident
in climatological-mean conditions, as well as on sea-
sonal-to-interannual time scales in association with
ENSO. For both climatological-mean and ENSO con-
ditions, this organization is determined largely by ocean
boundary conditions, with enhanced convection typi-
cally occurring near the region of warmest waters, which
shift eastward from the western tropical Pacific toward
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FIG. 21. The 8–14-day mean forecasts of accumulated precipitation anomaly initialized on 24 Jan 1998 and verifying
the first week of February 1998 (the ‘‘California rain’’ case): (a) NiñoSST forecast, (b) CLIMOSST forecast, (c) synoptic
El Niño signal, and (d) the observed precipitation (estimated from the NCEP–NCAR reanalysis). From Barsugli et al.
(1999).

the east-central tropical Pacific during El Niño years.
Because of the relatively slow evolution of the SSTs,
the associated convective heating anomalies remain
nearly stationary on subseasonal time scales.

In contrast, organized convection associated with the
MJO does not remain geographically fixed, but rather
propagates slowly eastward with time from the tropical
Indian Ocean to the west-central Pacific, with an average
zonal speed of �5 m s�1 (Weickmann et al. 1985; Knut-
son and Weickmann 1987; Hendon and Salby 1994).
This speed in not constant, but varies for different events
and stages of the MJO life cycles. While the direction

of propagation is primarily zonal, meridional propaga-
tion is also often apparent in certain regions, for ex-
ample, across south Asia and the far western Pacific
(Lau and Chan 1985), and toward northern Australia.
During the Asian summer monsoon, impacts of the MJO
often propagate northward into India and modulate rain-
fall between ‘‘active’’ and ‘‘break’’ periods, with effects
that may be predictable 15–30 days in advance (Webster
and Hoyos 2004).

Figure 25 illustrates the major modes of large-scale
tropical convective organization as inferred from OLR
anomalies for two winters, one (1996/97) marked by
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FIG. 22. The 300-hPa time-mean vector winds and wind speeds (m s�1, contours) for winters (a) 1997/98 and (b)
1998/99.

strong MJO activity and relatively weak quasi-station-
ary (ENSO) forcing, and the other (1997/98) by a strong
El Niño event during which MJO activity was nearly
absent. In 1996/97, two strong and another two weaker
MJO events are evident (Fig. 25a). These events show
a tendency for organized convection to develop over the
Indian Ocean around 60�E, and propagate slowly east-
ward until decaying near the date line. While a rough
periodicity is evident, this phenomenon occurs over a

relatively broad intraseasonal time band of 30–60 days.
The events also exhibit notable differences from case
to case, much as found for ENSO. In contrast, during
1997/98 (Fig. 25b), there is much less evidence of the
slow eastward propagation of convection that could be
related to the MJO. Rather, the predominant convective
patterns remain quasi-stationary, with a broad maximum
in enhanced convection centered east of the date line
near the region of warmest SST anomalies (not shown)
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FIG. 23. Potential vorticity at three isentropic levels for (a) 1200 UTC 6 Feb 1998 (El Niño) and (b) 1200 UTC 5
Feb 1999 (La Niña). The 300-K isentropic potential vorticity [IPV; green lines, 2 and 3 potential vorticity units (PVUs)];
320-K IPV (color shading, PVU, as in color bar); and 340-K PV (black lines, 2 and 3 PVUs) (derived from ECMWF
analyses). From Shapiro et al. (2001).

and suppressed convection over much of western trop-
ical Pacific.

In addition to ENSO and MJO, other modes of or-
ganized tropical convection are also evident in both win-
ters, including westward-propagating features that are
associated with equatorial Rossby waves, and very rapid
eastward-propagating features that are a manifestation
of equatorial Kelvin waves (Wheeler and Kiladis 1999;
Wheeler et al. 2000; Wheeler and Weickmann 2001).
(These modes of variability are now monitored routinely

for their potential value for medium and extended range
predictions, with real-time analyses available online at
http://www.cdc.noaa.gov/map/clim/olr�modes/.)

While all the above modes contribute to tropical con-
vective organization, they do not fully account for the
overall temporal variations seen in Fig. 25, which are
much richer and more complex. Hence composites or
schematics should be interpreted as providing only
roughly expected relationships. In addition, MJO activ-
ity exhibits substantial interannual variability (Hendon
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FIG. 24. Composite image of vertically integrated water vapor (cm) taken by the Special Sensor Microwave Imager
(SSM/I) on 16 Feb 2004. The top image shows the large-scale connection within the Tropics, with the white box
indicating the area of the zoomed-in image for the bottom figure, which shows finer-scale structure within this atmospheric
river. This case was associated with severe flooding along the Russian River in northern California. From Bao et al.
(2006).
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FIG. 25. Hovmöller plot (time–longitude section) of OLR anomalies
averaged between 7.5�N and 7.5�S, where the contours illustrate
space–time filtered coherent tropical convection modes for (top) 16
Oct 1996–16 Apr 1997 and (bottom) 16 Oct 1997–16 Apr 1998. The
blue contours represent the MJO (solid blue for enhanced convective
phase, dashed blue for suppressed phase). The green contours are for
Kelvin waves and the brown contours for equatorial Rossby wave
mode 1. See Wheeler and Kiladis (1999) for additional details. The
red shading shows negative OLR anomalies (positive convection
anomalies), and the blue shading shows positive OLR anomalies (sup-
pressed convection).

et al. 1999), although in most seasons and years some
level of MJO activity is present. Winters with high levels
of MJO activity are frequently associated with warmer-
than-normal waters over the western Pacific the pre-
ceding autumn season (Bergman et al. 2001), consistent

with the idea that an expanded warm pool favors strong
MJO activity (Wang and Li 1994). This empirical re-
lationship may provide some guidance on anticipated
levels of MJO activity for a given winter.

Figure 26, from Madden and Julian (1972), illustrates
some of the principal tropical synoptic features related
to the MJO. Typical zonal scales, as determined by the
distance between maxima and minima in OLR anom-
alies, are roughly 10 000–20 000 km. Thus, this phe-
nomenon represents a planetary-scale mode of convec-
tive organization. More detailed analyses show that
within this large-scale structure organized smaller-scale
convective features are embedded that include both east-
ward- and westward-propagating components (Naka-
zawa 1988). Convection tends to develop preferentially
on the eastern side of the large-scale complex and dis-
sipate on the western side, contributing to the slow east-
ward propagation.

In the Tropics, large-scale diabatic heating anomalies
are approximately balanced by adiabatic cooling (Hos-
kins and Karoly 1981), with regions of active convection
characterized by mean ascending motions, low-level
convergence, and upper-level divergence. The descend-
ing branches of the circulations associated with orga-
nized convection occur far from the convectively active
regions as part of the tropical atmospheric response to
localized heating (Gill 1980; Salby et al. 1994). Anom-
alies in velocity potential  (Holton 2004) whose gra-
dients are directly related to the divergent wind com-
ponent, provide an alternate, very useful means for mon-
itoring the divergent flows associated with tropical con-
vection. Figure 27 shows one example of such analyses,
as obtained for the 200-hPa level, in which the tendency
for systematic eastward propagation can be seen with
periods of roughly 30–50 days.

(ii) Relationships of the MJO to extratropical
circulation patterns

Studies beginning in the early 1980s extended pre-
vious research by considering relationships between the
MJO and extratropical circulation patterns (Weickmann
1983; Weickmann et al. 1985; Knutson and Weickmann
1987; Kiladis and Weickmann 1992a). A schematic (Fig.
28) from Weickmann et al. (1985) illustrates typical
upper-level circulation features observed during the
phase of the MJO when the convection is centered over
Indonesia. Note the twin flanking anticyclones poleward
of the maximum convection, similar to what is usually
observed with El Niño events, and broadly resembling
solutions that were obtained by Gill (1980) in a two-
layer dynamical model forced by localized heating on
the equator. To the east of the heating there is strong
westerly outflow along the equator, again similar to the
Gill solutions. In addition, cyclonic circulations extend
into higher latitudes. As the convection propagates east-
ward, midlatitude flows vary between contracted and
extended subtropical jets, which can impact midlatitude
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FIG. 26. Schematic of the time–space (zonal plane) variations of
the disturbance associated with the 40–50-day oscillation. Dates are
indicated symbolically by the letters at the left of each chart and
correspond to dates associated with the oscillation in station pressure
at Canton, as described in Madden and Julian (1972). Regions of
enhanced large-scale convection are indicated schematically by the
cumulus and cumulonimbus clouds. The relative tropopause height
is indicated at the top of each chart. From Madden and Julian (1972).

weather conditions. Within the Tropics, low-level cir-
culations are approximately antiphase with the upper-
level circulations, with low-level inflow into the region
of maximum convection. In contrast, at higher latitudes,
the low- and upper-level circulations are more nearly in
phase, with the upper-level circulation usually substan-
tially stronger.

Subsequent work has refined descriptions of the MJO
and evaluated potential connections to extratropical
weather systems. Higgins and Mo (1997) found that
persistent circulation anomalies over the North Pacific
were often preceded by convective anomalies over the
tropical western Pacific 1–2 weeks earlier (see also the
modeling study by Higgins and Schubert 1996). Several
studies have shown that unusually wet conditions in
California and the southwest, with drier conditions in
the Pacific Northwest are associated with enhanced trop-
ical convection over the central equatorial Pacific (Mo
and Higgins 1998a,b; Mo 1999; Jones et al. 2000; Hig-
gins et al. 2000; Whitaker and Weickmann 2001).

Whitaker and Weickmann (2001) developed a statis-
tical prediction model using tropical OLR anomalies as
a predictor, first removing the ENSO signal in order to
focus on the predictive implications of subseasonal trop-
ical convective variations. They found potential pre-
dictability for U.S. west coast precipitation at lead times
out to 2 weeks that was connected to subseasonal var-
iations in convection over the central tropical Pacific.
Figure 29, adapted from Whitaker and Weickmann,
shows a pattern of tropical convective anomalies that is
associated 2 weeks later with a doubling of the prob-
ability of heavy (upper quintile) rainfall in southern Cal-
ifornia. The changes in precipitation probabilities on
weekly time scales due to the subseasonal variations are
roughly comparable to those that would be obtained
from an ENSO signal alone (Whitaker and Weickmann
2001). These results suggest that the subseasonal vari-
ations in tropical convection can either strongly rein-
force or nearly cancel the expected ENSO response.

(iii) Additional comments

While the previous discussion has emphasized the
role of the Tropics in forcing extratropical low-fre-
quency variability, it is important to keep in mind that
interactions occur in both directions. Wave propagation
from higher toward lower latitudes can initiate new con-
vection and produce changes in the tropical wind field
(Webster and Holton 1982; Arkin and Webster 1985;
Kiladis and Weickmann 1992b; Kiladis 1998). Such
changes may initiate new sources for Rossby waves as
well as alter the basic state through which the waves
propagate.

In addition, surface westerly wind anomalies asso-
ciated with the MJO can force ocean Kelvin waves that
transport warm water eastward from the western Pacific
to eastern Pacific. As these waves reach the west coast
of South America, they reduce near-coastal upwelling,
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FIG. 27. Time–longitude plot of 200-hPa velocity potential anomalies averaged between 5�N and 5�S. The period is
for six months ending 8 Jan 2006. Green colors signify large-scale 200-hPa divergence, while brown colors signify
large-scale 200-hPa convergence.
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FIG. 28. Schematic of the relationship between OLR and 250-mb circulation for the MJO at a time when convection
is at a maximum over Indonesia. From Weickmann et al. (1985).

which can result in rapid SST increases in this region.
Several studies suggest that through such atmosphere–
ocean interactions MJO events can significantly influ-
ence the onset and breakdown, and perhaps also the
intensity, of ENSO events (Kessler and Kleeman 2000;
Zhang and Gottschalck 2002; McPhaden 2004). Perhaps
the biggest lesson emerging from studies in this area is
the fundamental importance of coupling between the
Tropics and high latitudes, and between the atmosphere
and ocean, both of which occur on time scales that are
sufficiently short to have implications for the predict-
ability of extratropical low-frequency variability.

d. Other phenomena and processes affecting
extratropical low-frequency variability

The previous sections have outlined some key phe-
nomena and processes linking weather and climate var-
iability. We describe here a few other systematic be-
haviors, most of which have been identified within the
past decade. Interestingly, while most research has em-
phasized the effects of tropical ocean–atmosphere in-
teractions on extratropical low-frequency variability, re-
cent research suggests that additional sources of low-
frequency variability, and also extended-range predict-
ability, may be obtained from a very different direction;
in particular, circulation variations in the stratosphere
and at high latitudes.

Several studies have provided substantial evidence
that dynamical coupling between the stratosphere and
troposphere can provide an additional source of pre-
dictability on time scales from a week to a few months
in advance. This is possible in part because the strato-
spheric circulation varies on relatively long time scales
compared with typical tropospheric synoptic-scale dis-
turbances, and thus provides a potential source of mem-
ory in the system, just as with the slow tropical at-

mosphere and ocean variations previously discussed.
The difference in characteristic time scales between the
stratosphere and troposphere is closely related to the
vertical propagation characteristics of Rossby waves
(Charney and Drazin 1961). Rapid changes in potential
vorticity gradients that occur near the tropopause act as
a kind of dynamical low-pass filter that prevents higher-
frequency synoptic-scale waves from propagating sig-
nificantly into the stratosphere (Charney and Drazin
1961; Held 1983). Rossby waves that propagate upward
into the stratosphere are characterized by large spatial
scales (predominantly zonal wavenumbers 1–3), and are
largely forced by topography and quasi-stationary dia-
batic sources.

The question then becomes to what extent changes
in the stratospheric circulation influence tropospheric
variability. Recent studies indicate that, at least in some
instances, the effects can be substantial. Baldwin and
Dunkerton (1999, 2001) found a statistically significant
tendency for wind anomalies in the wintertime polar
vortex to ‘‘propagate’’ downward from the midstrato-
sphere to the tropopause, with effects extending down
to the surface pressure and wind fields. Their results
indicated that the midstratospheric polar vortex anom-
alies lead those in the troposphere by 1–2 weeks. Using
potential vorticity inversion techniques described ear-
lier, Black (2002) showed that the tropospheric circu-
lation anomalies are related to the balanced flow re-
sponse to potential vorticity anomalies just above the
tropopause. At the surface, the resulting circulation
anomalies strongly resemble the Arctic Oscillation (AO)
described by Thompson and Wallace (1998, 2000). The
AO is characterized by variations in the strength of the
tropospheric polar vortex and zonal flow along �55�N,
with zonal wind anomalies of the opposite sign near
35�N, which tend to be somewhat more prominent in
the Atlantic than in the Pacific sector (Fig. 30). Because
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FIG. 29. (a) OLR regressed on leading canonical predictor variable at lag 7 days; map is scaled for one standard
deviation of the canonical predictor variable. (b) Probability of precipitation being in the upper tercile given that the
leading canonical predictor variable 2 weeks prior is in the upper quintile. Adapted from Whitaker and Weickmann
(2001).

of the relatively weaker correlation over the North Pa-
cific, there has been considerable debate on whether the
AO and the NAO should be considered as dynamically
distinct phenomena (Ambaum et al. 2001; Wallace and
Thompson 2002b), and the term ‘‘AO–NAO pattern’’
is sometimes used in the literature.

Thompson et al. (2002) and Baldwin et al. (2003a,b)
examined, in more detail, the lag relationships between
stratospheric and tropospheric flow variations at high
latitudes in the wintertime Northern Hemisphere. Both
studies concluded that statistically significant skill exists

on time scales of a few weeks to months in predicting
persistent anomalies in the tropospheric polar circula-
tion from prior knowledge of the stratospheric condi-
tions. Thompson et al. showed that these variations were
related to the phase of the QBO and the upper-level
manifestation of the AO, the Northern Annular Mode
(NAM), which is a quasi-symmetric circulation pattern
characterized by variations in the strength of the polar
vortex (Wallace and Thompson 2002a).

One phase of the NAM is characterized by an intense,
confined tropospheric polar vortex with strong potential
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FIG. 30. Correlation of the 500-hPa wintertime (DJF) geopotential
heights with the AO index from the NOAA/Climate Prediction Center
for the years 1950–2004.

FIG. 31. One-point correlations with a base point at 28.9�N, 112.5�E for internal variability in the winter mean
DJF 300-hPa nondivergent meridional winds obtained from the NCAR CCM3. From Branstator (2002).

vorticity anomalies along its outer edge, while the other
is manifested by a weakened polar vortex with reduced
meridional potential vorticity gradients. Because strong
positive vorticity gradients increase the horizontal sta-
bility of the vortex and inhibit meridional mixing (Char-
ney 1973), surface polar air masses interior to the strong
vortex can become extremely cold due to sustained ra-
diative heat losses. Higher vortex stability reduces the
likelihood that the cold air will be displaced southward
into the midlatitudes. Conversely, a weakened polar vor-
tex allows more mixing and meridional excursions of
polar air into midlatitudes. In empirical studies, Thomp-
son et al. (2002) and Thompson and Wallace (2001)

found such relationships between changes in the AO
and NAM and the subsequent probability of extreme
cold-air outbreaks into midlatitudes, with effects per-
sisting out to approximately 2 months. In addition to
altering the frequency and extent of cold-air outbreaks,
Thompson and Wallace also identified significant im-
pacts on midlatitude storm behavior and high-latitude
blocking. However, current understanding of the phys-
ical mechanisms associated with the above statistical
relationships remains limited.

With the exception of the MJO, most of the modes
of low-frequency variability that we have discussed so
far are quasi-stationary. Such quasi-stationary features
contribute substantially to low-frequency variability at
any given geographical location, and frequently produce
prolonged anomalies in local and regional weather con-
ditions. However, beyond the MJO there is evidence for
other propagating low-frequency phenomena. Bransta-
tor (1987) described an example of a long-lived west-
ward-propagating high-latitude mode reminiscent of
some early synoptic descriptions of high-latitude block-
ing anticyclones, which frequently migrate westward
(retrogress) when the centers are displaced well north
of the main latitudes of the westerlies (Namias 1947;
Rex 1950a,b).

More recently, Branstator (2002) showed that the fo-
cusing and trapping effects of the time-mean jet stream
act as a waveguide that connects variability around the
hemisphere. This behavior is manifested synoptically by
chains of perturbations that extend along the jet axis
and have maximum amplitudes in the upper troposphere
(Fig. 31). Branstator’s results suggest that extended
wave trains are most efficiently excited by forcing in
the vicinity of the jets near Southeast Asia and the east
coast of North America. In comparison to the telecon-
nection patterns identified by WG81 and others, char-
acteristic zonal wavelengths are significantly shorter,
and hence rapid downstream dispersion can occur along
the jet axis at speeds comparable to the local jet strength
[cf. Eqs. (4) and (5)]. This mode of evolution appears
well established, but potential predictive implications
remain to be determined.
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e. Summary

We began this section by considering the problem of
whether early studies on blocking could be placed with-
in a more general and systematic framework. Since
1980, our recognition of phenomena and physical pro-
cesses contributing to extratropical low-frequency var-
iability has advanced considerably. It is vital to rec-
ognize that the typical low-frequency patterns that we
have described (e.g., teleconnections) are not fixed
physical entities, but rather reflect composites of many
individual events, each of which will vary in some as-
pects. The characteristic patterns we described are useful
to the extent that they reveal certain dominant or fre-
quently recurrent physical and dynamical processes that
operate on these time scales.

Several potential mechanisms were discussed for pro-
ducing low-frequency flow variations, including Rossby
wave dispersion from localized topographic or diabatic
sources; large-scale instabilities and initial value
growth; quasi-equilibrium states that represent an ap-
proximate balance between forcing, advection, and dis-
sipation; and anomalous eddy forcing associated with
changes in synoptic-scale storm activity. It is likely that
all of these processes contribute to the total observed
spectrum of intraseasonal low-frequency variations,
with their relative importance varying from case to case.
The specific mechanisms help us understand when and
where large low-frequency phenomena will most fre-
quently occur, and what would be the expected flow
structures.

For example, consideration of the growth mechanisms
suggests why persistent anomalies are more prevalent
in the jet exit regions downstream from maxima in syn-
optic-scale eddy activity, and less favored well upstream
of the jet maxima, where barotropic mechanisms would
support growth of meridionally elongated eddies [which
are associated with rapid eastward energy dispersion;
cf. (8)], where the disturbances have yet to enter regions
favorable for strong baroclinic growth, and where syn-
optic-scale feedbacks are generally weaker. To the de-
gree that these processes depend on the mean flow struc-
ture and localized sources, they will vary from event to
event and year to year as in conjunction with changes
in the basic flow and forcing.

Even with steady forcing anomalies, anomalous low-
frequency variability will be produced because the cli-
matological-mean flow changes through the year (New-
man and Sardeshmukh 1998; Frederisken and Branstator
2005). Changes in responses to a given forcing may be
particularly rapid at times of the year when the mean
flow itself changes rapidly, as over the central and east-
ern North Pacific in spring, when a rapid transition oc-
curs from a single- to a double-jet structure. Both the
MJO and ENSO also produce systematic changes in the
zonal-mean zonal wind fields that tend to propagate
slowly poleward from the Tropics into higher latitudes
(Black et al. 1996; Kumar and Hoerling 2003). These

poleward jet shifts appear to be related to synoptic eddy
feedbacks and the response of the meridional circulation
to anomalous tropical convection (Weickmann et al.
1997; Feldstein 1998). To the extent that the zonal wind
changes are predictable, they may provide another po-
tential source of predictability for extratropical station-
ary waves.

We then turned our attention to the question of how
changes in synoptic-scale variability are related to the
low-frequency flow variations. This question is central
for two reasons. First, synoptic-scale disturbances are
primarily responsible for the midlatitude weather that
we seek to predict, especially wintertime precipitation.
Hence, understanding the relationships between low-
frequency variability, storm tracks, and the evolution of
synoptic-scale disturbances is fundamental to the prob-
lem of advancing extended range weather predictions.
Second, eddy fluxes associated with the synoptic-scale
disturbances can force changes in the low-frequency
flow, especially in regions of eddy growth and decay.
Such interactions appear particularly important in cer-
tain classes of events, of which blocking patterns rep-
resent one important example.

During blocking events low potential vorticity air is
advected far poleward and high potential vorticity air
is advected far equatorward of normal. This often leads
to breaking Rossby waves, manifested by the formation
of closed centers of low potential vorticity (associated
with the blocking anticyclone) located far poleward of
the subtropical source regions, and closed centers of
high potential vorticity (synoptically manifested as cut-
off lows) at unusually low latitudes. Such signatures of
Rossby wave breaking on upper-level isentropic or con-
stant potential vorticity surfaces have been proposed as
a dynamical criterion for defining blocking (Pelly and
Hoskins 2003). Observational analyses indicate that
blocking occurs preferentially downstream of maxima
in synoptic-scale eddy activity in regions where the cli-
matological-mean flow is diffluent. Theoretical analyses
of eddy–mean flow interactions (Hoskins 1983; Haines
and Marshall 1987) show that regions in which eddy
activity decreases eastward will be accompanied by net
equatorward fluxes of high potential vorticity (poleward
fluxes of low potential vorticity). In regions favorable
for blocking, such fluxes tend to weaken the midlatitude
westerlies where the mean flow itself is already rela-
tively weak. Thus, theoretical, synoptic and diagnostic
analyses are consistent in indicating the likely impor-
tance of both the mean flow structure and synoptic-scale
eddy feedbacks in the development and maintenance of
blocking.

While low-frequency variability can be produced
solely through midlatitude processes, tropical heating
and flow variations appear to be especially important in
determining the potential predictability of the extra-
tropical circulation. Tropical phenomena most likely to
enhance predictability are characterized by relatively
long time scales, of which we emphasized ENSO and
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FIG. 32. Schematic probability distribution functions for (a) model
initialization, (b) short-term weather forecasts, (c) medium-range
weather forecasts, and (d) long-range or seasonal forecasts. The red
curve represents the NiñoSST ensemble and the black curves the
CLIMOSST ensemble. In (a)–(c) the dotted lines reproduce the long-
term or seasonal forecast PDFs from (d). For further details, see text.
From Barsugli et al. (1999).

the MJO. However, just as for the teleconnection pat-
terns, it is the dynamical processes that are in fact cru-
cial. Therefore, tropical heating and flow variations oth-
er than ENSO and MJO may also excite significant low-
frequency variability in the extratropics (Simmons
1982; Barsugli and Sardeshmukh 2002). In addition to
tropical–extratropical interactions, there is growing ev-
idence that variability in the stratosphere influences the
evolution of the tropospheric circulation, especially at
high latitudes.

In summary, over the past 25 years there have been
major advances in our ability to describe and understand
mechanisms for low-frequency variability. However,
compared with synoptic-scale variability, our detailed
knowledge of the phenomena and mechanisms con-
necting short-term weather with longer-term climate
variations is still relatively limited, and abundant op-
portunities remain for future progress in this area.

4. Advances in forecast skill and analyses of
potential predictability

Since 1980, skill in short-range model predictions had
increased substantially. By measures for which long-
term records are available, such as 500-hPa height root-
mean-square errors and anomaly correlations (which, as
Professor Sanders would be quick to remind us, are not
the same as weather) the rate of increase in numerical
weather prediction (NWP) model skill over this period
has been roughly 1 day per decade (Kalnay et al. 1998;
Simmons and Hollingsworth 2002). So, for example,
current NWP forecasts of the 500-hPa heights at lead
times between 5 and 6 days are roughly as skillful as
were 3-day forecasts in 1980.

At first sight, this would still seem to leave prospects
for forecast skill beyond a week just out of reach. How-
ever, recent research supports the view that skillful fore-
casts can be made into the second week of the forecast
(‘‘week 2’’), using a combination of model-based and
statistical techniques. Further, some predictability stud-
ies suggest that forecast skill of weekly-average con-
ditions beyond week 2 is feasible in many regions. Here,
we briefly summarize a few of these recent studies on
forecast skill and potential predictability.

a. Advances in forecast skill

Of the many steps that have contributed to forecast
improvements over the last few decades, one in partic-
ular must be highlighted: the introduction of ensemble
prediction methods. Ensemble predictions were first im-
plemented operationally at both NCEP and ECMWF in
December 1992, and subsequently at other major centers
(Tracton and Kalnay 1993; Molteni et al. 1996; Hou-
tekamer et al. 1996). The initial practical motivation for
introducing ensemble methods was to advance skill in
medium-range weather forecasts. This innovation re-
flected a fundamental change in forecast strategy for the

operational centers from a deterministic approach in
which numerical weather predictions were derived from
a single run of a ‘‘best’’ model, to a more probabilistic
approach in which forecasts were derived from an en-
semble of model runs obtained from slightly different
(perturbed) initial conditions. In order for the ensemble
runs to be completed within operational time con-
straints, this required a trade-off, generally that the in-
dividual ensemble members be run at substantially low-
er spatial resolution, and perhaps also with less sophis-
ticated physical parameterizations, than the single best
model.

Ensemble prediction methods are potentially useful
at all time scales, but for medium- and extended-range
predictions they become crucial, because any single
model run can be quite unrepresentative of the distri-
bution of possible outcomes. Figure 32, from Barsugli
et al. 1999, illustrates the basic concepts. Even at the
analysis time (Fig. 32a), some uncertainty is present due
to inevitable observational (and model) limitations.
However, the spread in this initial probability distri-
bution function (PDF) is far smaller than that of either
climatological-mean PDFs or those associated with
anomalous forcing, such as associated with El Niño, as
in this illustration. Perturbations to the initial conditions
are derived from within the space of possible initial
states through a variety of methods (for a recent review,
see Buizza et al. 2005). For short-range forecasts (Fig.
32b), the forecast PDF evolves away from the initial
state and broadens slightly, but still remains much nar-
rower than, and quite distinct from, either the clima-
tological or El Niño distributions. Thus, these short-
range forecasts appear ‘‘almost deterministic.’’ At these
ranges, the forecasts are fundamentally initial value
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problems, with proper specification of initial conditions
being crucial to forecast skill.

Beyond some lead time, which will depend on flow
predictability, forecast variable, and user need, the range
of possible outcomes becomes so large that the forecasts
must be considered probabilistic. At the time shown in
Fig. 32c, the forecast PDF is still strongly affected by
initial conditions, but has begun to evolve toward the
El Niño PDF, suggesting that within this time range
boundary conditions have also begun to substantially
influence the forecasts. This is the medium-range fore-
cast problem. Finally, the seasonal forecast (Fig. 32d)
shows a PDF whose width is comparable to that of the
climatological distribution. Forecast skill in this time
range is determined predominantly by the ability to pro-
ject the response of the atmosphere to the anomalous
boundary conditions, in this example associated with El
Niño. Note that even though the shift in seasonal means
is relatively small compared to the overall spread of the
climatological distribution, indicative of a modest sig-
nal-to-noise ratio (consistent with most midlatitude re-
sponses to ENSO), large changes can occur in relative
probabilities at the tails of the distributions (i.e., in the
extreme events that can have important practical and
forecast implications).

Ensemble prediction methods have contributed sub-
stantially to increases in weather and climate forecast
skill (Kalnay et al. 1998; Kalnay 2003). Despite the
advantages of such methods, systematic model errors
and insufficient spread of the model forecasts have lim-
ited the utility of distributions derived directly from
model output (Hamill et al. 2004a,b). These shortcom-
ings are related to the use of a single model in deriving
all ensemble members. In this case, only initial condi-
tion errors are being sampled, without accounting for
other sources of uncertainties (e.g., in the physical pa-
rameterizations of the model).

One proposed approach to addressing this issue is by
constructing ‘‘superensembles,’’ which are weighted av-
erages of ensemble forecasts derived from multiple
models (Krishnamurti et al. 2003; Hagedorn et al. 2005;
Doblas Reyes et al. 2005) that each differ in their rep-
resentations of model physics (and perhaps also reso-
lution). This method has shown the ability to substan-
tially increase some measures of forecast skill, and is
likely to see increasing use in operational practice. On
a very grand scale, the Climateprediction.net (CPDN)
Project (Allen 1999; Allen and Stainforth 2002; Stain-
forth et al. 2002; Piani et al. 2005) is constructing very
large superensembles of climate predictions for the
twenty-first century. In the CPDN, the Hadley Centre
unified climate model (HadSM3) that includes a sim-
plified, thermodynamic representation of the ocean (i.e.,
a slab ocean model). This model is integrated over a
wide range of physical parameter values and initial con-
ditions using a distributed computing strategy, with the
model runs being performed on numerous home and
other remote computers for which volunteers have do-

nated computing time for the experiments. This strategy
has enabled the CPDN project to produce multithousand
member ensembles of climate projections, with nearly
150 000 runs and over 10 000 000 model years com-
pleted as of early 2006 (for details, see online at
http://www.climateprediction.net/index.php). The re-
sults of this fascinating project are beginning to be an-
alyzed (e.g., Piani et al. 2005). It is interesting to con-
template whether such distributed computing efforts
could be applied to a broader range of weather and
climate prediction problems; for example, in forecasting
extreme events such as hurricanes, in which current en-
semble sizes may be insufficient for adequately esti-
mating probability distributions.

Beyond multimodel ensembles, another promising
method toward incorporating effects of model uncer-
tainties is through the use of stochastic parameteriza-
tions. In this method, statistical representations of the
uncertainties in modeling physical processes are intro-
duced directly into the parameterization schemes (Buiz-
za et al. 1999; Palmer et al. 2005a,b). More recently,
an alternative approach, ‘‘ensemble reforecasting,’’ has
been introduced that shows considerable promise for
improving forecast skill (Hamill et al. 2004a,b, 2006).
In essence, the ensemble reforecast (ER) method applies
a long (multiyear) set of ‘‘reforecasts’’ together with
model output statistics (MOS) methods to statistically
adjust forecast distributions obtained directly from the
ensemble forecasts. The use of long training periods
enables greatly improved estimates of model systematic
errors in both the mean and shape of the distributions.
To demonstrate this approach, Hamill et al. (2004a,b)
generated a 15-member ensemble of 15-day forecast for
every day over a 23-yr period from 1979 to 2001, using
a 1998 version of the NCEP medium-range forecast
model. Forecasts were evaluated by multiple techniques,
including comparisons with 6–10- and 8–14-day oper-
ational forecasts of temperatures and precipitation over
the continental United States for the winters of 2001
and 2002.

Figure 33 shows a comparison of the ER and oper-
ational forecast skill for 6–10-day temperature and pre-
cipitation forecasts for the two winters. In this reliability
diagram (Wilks 2006), points that lie along the diagonal
indicate ‘‘reliable forecasts’’; that is, forecasts whose
probabilities accurately reflect the likelihood that an
event will actually occur (e.g., for all events when the
forecast precipitation probability is 60%, precipitation
occurs 60% of the time). The spread in the distributions
provides a measure of forecast ‘‘resolution’’ with, for
example, forecasts remaining clustered close to clima-
tological probabilities having low resolution. Probabi-
listic forecast skill is evaluated through a rank proba-
bility skill score (RPSS), which provides a measure of
the ‘‘distance’’ between the forecast probabilities and
the outcome (Epstein 1969; Murphy 1971). Here, the
RPSS would have a value of 0 for climatological prob-
ability forecasts and 1 for perfect forecasts, the latter
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FIG. 33. Reliability diagrams for days 6–10 tercile temperature and precipitation forecasts obtained from (left) the
ensemble reforecast method and from (right) NOAA/Climate Prediction Center official forecasts. Forecast skill was
evaluated at 484 U.S. stations for a subset of 100 days from the 2001/02 winter. The dotted line denotes lower tercile
probability forecasts; the solid line denoted upper tercile forecast probability forecasts. The closeness of the forecast
probabilities to the diagonal dashed line provides a measure of forecast reliability; that is, how well forecast and
observed probabilities agree. The inset histograms indicate the frequencies with which extreme tercile probability
forecasts were made, thus providing a measure of the sharpness of the forecasts. The inset RPSS value indicates the
ranked probability skill score. From Hamill et al. (2004b).

requiring that the observed outcome always be predicted
with 100% confidence. Comparisons show that the ER
forecasts are significantly more skillful than the oper-
ational forecasts as measured by the RPSS, due both to
increased reliability and resolution. Further analyses in-
dicate that for these years the 8–14-day ER forecasts
were also more skillful than the 6–10-day operational
forecasts (Hamill et al. 2004a,b), suggesting an im-
provement in effective forecast lead time of 2–4 days.

Interestingly, Sanders (1979) study also used the
RPSS to evaluate skill in 1–4-day probabilistic tem-
perature and precipitation forecasts. While several fac-
tors, including differences in temperature and precipi-

tation categories and forecast periods, preclude a precise
comparison between studies, a very rough assessment
of relative skill is still possible. Such a comparison sug-
gests that probabilistic skill of 6–10-day forecasts of
temperature and precipitation in winter using ER is now
at roughly the same level as the corresponding cool
season (autumn and spring semester at MIT) 3-day tem-
perature and precipitation forecasts evaluated by Sand-
ers for the period 1968–78, while skill in the 8–14-day
temperature forecasts from ER is comparable to the av-
erage skill of the 4-day temperature forecasts in Sand-
ers’s study. While the skill values at these lead times
might be considered marginal, they do suggest that the
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frontiers of forecast skill have been pushed outward
from roughly a 4-day lead time prior to 1980 into the
second forecast week today.

b. Potential predictability

If forecast skill has been pushed out into the second
week, are we now reaching a point where prospects for
additional progress are limited; that is, are we approach-
ing the limits of potential predictability? The seminal
studies of Lorenz (1963, 1965, 1969a,b) showed that
because of the chaotic nature of atmospheric dynamics,
even very small errors in initial conditions inevitably
grow until all forecast skill is lost. Estimates by Lorenz,
since reinforced in later studies, suggest that on average
this deterministic predictability limit is reached within
a few weeks. Indeed, given the lack of trends in forecast
skill in Sanders (1979) study, one might have wondered
even at that time whether some sort of predictability
limit was already being approached.

However, as Lorenz also clearly recognized, there are
different types of prediction problems, and hence also
of potential predictability. In addition, as in any theory,
the theoretical predictability limits deduced by Lorenz
and others are founded on certain assumptions that,
when violated, provide opportunities to extend the range
of forecasts. One possibility is the existence of phe-
nomena whose intrinsic time scales are much longer
than a few weeks. We have previously discussed ex-
amples of such phenomena, which include ENSO, QBO,
and the MJO. There is clear evidence that such slow
variations can lead to probabilistic forecast skill at lead
times beyond a few weeks. This can occur even if details
of the evolution cannot be predicted on these time rang-
es, as expected from the results of Lorenz and others.
Therefore, in considering potential predictability, it is
vital to distinguish between deterministic predictability
limits and the potential for improved probabilistic fore-
casts. It is the latter that are at the heart of medium-
and extended-range forecasting. Here, we will briefly
summarize a few studies suggesting that there remains
room for progress in this area.

In a recent study, Newman et al. (2003) examined the
potential predictability of weekly-averaged Northern
Hemisphere circulation anomalies in winter and summer
months. Newman et al. employed the method of linear
inverse modeling (LIM), which uses contemporaneous
and lagged statistics derived from observations to con-
struct a linear, stable, and stochastically forced model
that best approximates the dynamics of the full nonlinear
system. This technique has shown great value in un-
derstanding and predicting the evolution of tropical sea
surface temperatures (Penland and Magorian 1993; Pen-
land and Sardeshmukh 1995; Penland and Matrosova
1998), and despite its great simplicity, is competitive
with fully coupled models in forecasting SST anomalies
one to four seasons in advance.

In the Newman et al. study, the LIM predictors were

derived from 250- and 750-hPa streamfunction fields
and vertically integrated diabatic heating fields obtained
as iterative solutions of the ‘‘chi problem’’ (Sardesh-
mukh 1993; Winkler et al. 2001). Newman et al. com-
pared the skill of the 2- and 3-week forecasts obtained
from the LIM with the skill of medium-range forecasts
obtained directly from the NCEP Medium-Range Fore-
cast (MRF) model. The LIM results showed evidence
of skill in upper-level streamfunction fields out to at
least the third week (week 3) over much of the Northern
Hemisphere in winter. The LIM and MRF forecasts had
roughly comparable skill in week 2, with the LIM meth-
od perhaps slightly superior by week 3. Diagnostic anal-
yses with the LIM indicated that much of the predict-
ability beyond the first week could be attributed to
anomalies in tropical heating, which were poorly fore-
cast in the MRF but more successfully predicted with
LIM. Newman et al. suggested that weekly averages of
upper-level streamfunction were potentially predictable
from 2–3 weeks in advance over large portions of the
Northern Hemisphere (Fig. 34), with the greatest source
of potential predictability coming from the tropical heat-
ing fields. Other factors that may increase potential pre-
dictability, such as stratospheric flow variations, were
not considered in this study.

If tropical variations are important, how well do mod-
els do, for example, in predicting anomalies associated
with the MJO? There is considerable evidence that mod-
els are deficient in representing the MJO, as well as
other modes related to tropical convection, and that this
may be an important factor limiting extended-range pre-
dictability (Jones et al. 2000, 2004; Waliser et al. 1999,
2003). In an illuminating study, Hendon et al. (2000)
examined medium-range forecast errors associated with
the MJO. Figure 35 shows one example of their results,
for 850-hPa zonal wind anomalies, where the analyses
are conducted relative to phases of the MJO cycle as
identified through a principal components analysis. As
expected, the observed zonal wind anomalies propagate
slowly eastward. However, the forecast wind anomalies
instead propagate westward or remain quasi-stationary,
and show a pronounced tendency to weaken with in-
creasing forecast lead time. Similar errors are evident
in Hendon et al’s analyses of the tropical diabatic heat-
ing forecasts (not shown here). Such errors in tropical
heating and flow fields can propagate into midlatitudes
within a few days (Cai et al. 1996) leading to systematic
model errors that may compromise any potential pre-
dictability that might be gained from the MJO. While
more recent models have improved simulations of the
MJO, there are still fundamental deficiencies across a
large range of models (Lin et al. 2006). This general
problem of improving model simulations and predic-
tions of tropical heating and flow fields constitutes a
primary target for future progress in advancing model
prediction skill.

The above studies have emphasized forecasts and po-
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FIG. 34. Comparison of local anomaly correlations of 250-hPa streamfunction wintertime forecasts for the LIM with
a 1998 version of the NCEP MRF model: (top) LIM and (bottom) MRF98. The contour interval is 0.1 with negative
and zero contours indicated by blue shading and dashed lines. Shading of positive values starts at 0.2; redder shading
denotes larger values of correlation, with the reddest shading indicating values above 0.6. From Newman et al. (2003).

tential predictability extending from weather time scales
out. There are also vigorous efforts to determine to what
extent climate variations influence the statistics of
weather variability (Gershunov and Barnett 1998; Ger-
shunov 1998; Gershunov and Cayan 2003; Cayan et al.
1999). To date, most research in this area has been em-
pirical, but new efforts are emerging to employ ensem-
ble modeling techniques to estimate changes in the prob-

ability distributions of weather events. In one recent
example, Schubert et al. (2005) applied this approach
to estimate the potential impact of ENSO on the prob-
ability of extreme winter storms developing along the
U.S. Gulf and East Coasts (Schubert et al. 2005), and
found significant differences in storm probabilities for
El Niño versus La Niña winters. This approach is likely
to provide new avenues for forecast progress, and will
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FIG. 35. Composite anomalies (annual cycle removed) of 850-hPa
zonal wind relative to (a) maximum PC1� and (b) maximum PC2�,
where PC1� and PC2� are principal component patterns repre-
senting different phases of the MJO. Anomalies are averaged over
latitudes from 5�N to 15�S. (top) The observed anomalies from time
�14 to �14 days, where day 0 is the maximum for the principal
component. (bottom) The forecast anomalies (mean model error and
annual cycle removed) for forecasts initialized at day 0. From Hendon
et al. (2000).

also further our understanding of the links between
weather and climate phenomena.

5. Future directions

The previous sections have highlighted advances in
our understanding and capabilities to predict phenomena
at the interface between weather and climate. While
progress has been impressive, the research also illu-
minates areas where significant future gains are possible.
Over the next decade, it is likely that improving un-
derstanding and capabilities to predict the links between
weather and climate will serve as increasingly vital com-
ponents of an overall research strategy in the earth sys-
tem science.

In this regard, emerging thrusts in international and

national research priorities suggest that over time, ar-
tificial distinctions will be removed between weather
and climate, as we begin to achieve a more unified un-
derstanding of phenomena and processes across time
scales. Over the next decade, the World Meteorological
Organization (WMO) World Weather Research Program
(WWRP) is proposing a major international research
and development program called The Observations, Re-
search, and Prediction Experiment (THORPEX) to ac-
celerate improvements in forecasts of high-impact
weather on time scales from 1 day to 2 weeks (THOR-
PEX 2004). During this same period, the WMO World
Climate Research Program (WCRP) is proposing the
Coordinated Observation and Prediction of the Earth
System (COPES) Program to address the seamless pre-
diction problem on time scales from weeks to centuries
in advance (COPES 2005). Within the United States,
the Climate Change Science Program (CCSP) 10-yr
strategic plan (CCSP 2003) identifies as a key research
question the relationships between climate variations
and change and extreme events, such as droughts,
floods, wildfires, heat waves, and hurricanes. Achieving
the objectives of these programs will require a more
unified approach than in the past to understanding the
connections between weather and climate. Such an ap-
proach is entirely in keeping with the growing demand
from the public and decision makers for a seamless suite
of weather and climate forecasts that span time scales
from very short range forecasts to decadal to centennial
climate change projections.

As in the past, it will be fruitful to continue attacking
problems on weather–climate linkages from both the
weather side out and climate side in. Results from both
approaches indicate that a key common issue will be to
improve the modeling of tropical convection. Predict-
ability studies described previously suggest that beyond
about 10 days, tropical heating variations provide a pri-
mary source for potential predictability. By the second
week in forecasts, even very simple models that incor-
porate improved predictions of tropical heating are com-
petitive with operational prediction models, because of
major deficiencies in the latter models in predicting the
tropical heating fields. Improved observations and sim-
ulations of the stratospheric circulation and links to tro-
pospheric weather provide another possible source for
extended-range predictability.

Given the chaotic nature of the weather–climate sys-
tem, probabilistic forecasts will always be at the heart
of forecasts at and beyond the medium range. Advances
in ensemble prediction techniques as well as data as-
similation methods will be central to improving prob-
abilistic estimates. As discussed previously, accurate
probabilistic estimates of extreme events will require
large ensemble sizes, as well as improved methods for
estimating probability distributions from the ensembles.
Novel prediction approaches and new applications of
ensemble forecasts, including multimodel and reforecast
methods, provide significant potential for improving



Name /amsm/7_104        04/18/2008 02:20PM     Plate # 0-Composite pg 135   # 45

C H A P T E R 15 D O L E

Allen Press • DTPro System GALLEY 135 File # 04em

forecast skill, as well for identifying the strengths and
limitations of present-generation numerical weather pre-
diction models.

Beyond these steps, there are abundant opportunities
for advances through more detailed analyses and im-
proved modeling of the various mechanisms that con-
tribute to low-frequency variability. While several
mechanisms were discussed, others not covered in this
overview also need thorough consideration. Some ex-
amples include influence of land surface properties, in-
cluding soil moisture, snow, vegetation, and topogra-
phy; other modes of climate variability beyond those
discussed in this review; and the role of tropical ocean
variability outside the Pacific. For the latter, emerging
evidence suggests the Indian Ocean may hold particular
importance (e.g., Hoerling and Kumar 2003).

In considering future research directions, it is useful
to recall the three general questions for understanding
the links between weather and climate raised at the start
of this overview. The first question was how climate
variations and change can affect weather phenomena.
A central issue in addressing this question will be to
determine how probability distribution functions of var-
ious weather phenomena, and especially extreme events,
are altered by climate variations and change. The study
by Schubert et al. (2005) cited earlier provides one re-
cent example of a modeling approach toward addressing
this question for the case of wintertime storms along
the U.S. Gulf and East Coasts. Advances in ensemble
modeling techniques will be fundamental in making fur-
ther progress in this area. A second important require-
ment will be to improve methods for modeling or down-
scaling climate predictions to the scales required for
extreme weather events. A third challenge will be to
improve our understanding of the mechanisms by which
climate variations and change lead to systematic chang-
es in weather events, and the regional and local impli-
cations of such connections. To achieve this objective
will require improved scientific understanding of the
mechanisms by which natural climate variations such
as ENSO, AO–NAO, QBO, polar, and stratospheric–
tropospheric interactions influence weather phenomena,
especially storm-track changes, and determination of the
full predictive implications for surface weather condi-
tions.

New lines of research are emerging from questions
on how aerosols, trace constituent species, dust trans-
ports, and other variables of the climate system influence
weather variations. Of vital societal importance is how
storm behavior, including changes in storm tracks and
intensities, may change in response to anthropogenic
forcing. While most current model projections indicate
relatively greater warming at higher latitudes, implying
a decrease in midlatitude baroclinicity, effects of chang-
es in moisture and planetary wave patterns remain as
major sources of uncertainty for projecting future chang-
es in storm tracks and intensities.

Near-term research thrusts related to the second ques-

tion, how weather phenomena affect climate variations
and change, will likely focus on tropical–extratropical
interactions, especially the role of tropical convection,
boundary layer processes, and ocean–atmosphere–land
interactions. Addressing this question will require sig-
nificant efforts to better understand the hydrological cy-
cle and coupling between short time-scale and climate
processes.

The third question, identifying key phenomena and
processes that bridge the time scales between weather
and climate, will likely also have a major focus on im-
proving the observations, analysis, and modeling of
links between tropical and midlatitude phenomena, es-
pecially intraseasonal phenomena such as the Madden–
Julian oscillation. Variations in the hydrological cycle
and ocean–atmosphere interactions at these intermediate
time scales are high near-term research priorities. As
noted earlier, compared to our knowledge of synoptic-
scale storm systems, our detailed understanding of the
phenomena and mechanisms connecting short-term
weather with longer-term climate variations still remains
relatively limited. Attempts to create ‘‘synoptic–dynam-
ic models’’ to aid in interpreting and forecasting features
within the medium- to extended-range forecasts are just
being developed (Weickmann and Berry 2007), and
there is ample room for more work in this area. In this
regard, studies cited previously by Shapiro et al. (2001)
and Ralph and colleagues suggest new directions for
research linking weather and climate phenomena.

Traditionally, different scientific communities have
focused on ‘‘weather prediction’’ and ‘‘climate predic-
tion.’’ To make progress over the next decade, we will
need to move past this dichotomy and build stronger
links between these two communities. We will also need
to develop more scientists who are fluent in both weather
and climate problems and in the associated methodo-
logical approaches. And we will certainly always need
scientists like Fred Sanders to make the fundamental
connections between observations and analysis of phe-
nomena, dynamical understanding, and the science of
weather and climate forecasting.
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