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Winter surface air temperature (Tas) over the Barents-Kara Seas (BKS) and other 16 

Arctic regions has experienced rapid warming since the late 1990s that has been linked 17 

to the concurring cooling over Eurasia1-3, and these multidecadal trends are attributed 18 

to internal variability4,5. However, how such variability is generated is unclear. Through 19 

analyses of observations and model simulations, we show that sea ice-air two-way 20 

interactions amplify multidecadal variability in sea-ice cover (SIC), sea surface 21 

temperatures (SST) and Tas from the North Atlantic to BKS, and the Atlantic 22 

Meridional Overturning Circulation (AMOC) mainly through variations in surface 23 

fluxes. When sea ice is fixed in flux calculations, multidecadal variations are greatly 24 

reduced not only in Arctic SIC and Tas, but also in North Atlantic SST and AMOC. The 25 

results suggest that sea ice-air interactions are crucial for multidecadal climate 26 

variability in both the Arctic and North Atlantic, similar to air-sea interactions for 27 

tropical climate.  28 



 2

  29 

 Superimposed on a rapid warming trend, Arctic surface air temperature (Tas) since the 30 

early 20th century also exhibits large multidecadal variations6-8 that cannot be explained by 31 

concurring monotonic increases in atmospheric greenhouse gases (GHGs). Model 32 

simulations6,9,10 show that internal variability can generate similar low-frequency variations 33 

in Arctic Tas; and multidecadal variations in poleward energy transport associated with the 34 

Atlantic Multidecadal Oscillation (AMO) and Atlantic Meridional Overturning Circulation 35 

(AMOC)11 have been identified as a leading cause of the Arctic Tas multidecadal 36 

variations9,12,13. It is suggested9,13 that above-normal oceanic heat transport from the North 37 

Atlantic into the Barents-Kara Seas (BKS) and other Arctic regions reduces sea-ice cover 38 

(SIC) there, which allows the Arctic Ocean to absorb more energy during the summer but 39 

release more heat to the air to cause warmer Tas during the winter. On the other hand, Arctic 40 

sea-ice loss14,15 is found to weaken the AMOC in coupled model simulations15-17, and sea ice 41 

in the subpolar Atlantic and Nordic Seas might play a role in Atlantic multidecadal variability 42 

(AMV)18,19. These findings raise an important question: Can the multidecadal variations in 43 

AMV (or AMO) and AMOC, a major source of multidecadal climate variability around the 44 

Atlantic and beyond11, and thus the oceanic heat transport itself be influenced by sea-ice 45 

changes and variations? Furthermore, it is unclear whether poleward energy transport alone 46 

can directly cause large multidecadal variations in Arctic Tas without the participation of sea 47 

ice. Answers to these questions have major implications for the formation mechanisms of the 48 

AMOC and AMV19 and for our upcoming climate, as models project large sea-ice loss over 49 

the BKS and other Arctic regions in the coming decades to centuries20-22.   50 

Here we analyze observations and various model simulations, which exhibit realistic 51 

patterns for SIC and Tas multidecadal variability (cf. Figs.1a,b, 2a, and ED Fig. 1a), to show 52 

that winter Tas multidecadal variations largely disappear in the Arctic and subpolar North 53 

Atlantic when sea ice variations no longer exist, either by fixing it in surface flux calculations 54 

(see Methods) or after sea ice melts away under GHG-induced warming. Furthermore, the 55 

associated AMV, AMOC and SIC variations are also substantially reduced under these 56 
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conditions, which implies a strong amplification of the multidecadal variability in the North 57 

Atlantic and Arctic region by sea ice-air interactions. Results for annual-mean and other 58 

seasons are similar with smaller magnitudes (see Methods). Thus, our new findings suggest 59 

that Arctic and subpolar North Atlantic sea ice-air interactions are crucial for Arctic and 60 

North Atlantic multidecadal variability, similar to air-sea interactions for tropical climate 61 

variability. The poleward energy transport alone cannot cause large multidecadal variations in 62 

Artic Tas without the sea ice-air two-way interactions, and that such Tas variations over the 63 

BKS and other Arctic regions will likely weaken if the current sea-ice margins continue to 64 

retreat. Such a change might also affect Eurasian weather and climate, as warm BKS Tas 65 

anomalies are associated with more persistent atmospheric blocking over the Ural Mountains 66 

that can cause cold anomalies over central Eurasia through enhanced cold advection2,3. 67 

Furthermore, the projected sea-ice loss will also weaken and eventually eliminate sea ice-air 68 

interactions in the subpolar North Atlantic, which may contribute to the weakening of the 69 

AMOC and AMV and their variability that have major impacts on European and global 70 

climate11,23.  71 

 72 

Results 73 

Multidecadal climate variability and the role sea ice-air coupling over the Arctic and 74 

North Atlantic  75 

 Observations show larger multidecadal variations in SIC and Tas along Arctic sea-ice 76 

margins, such as the BKS, Greenland-Norwegian Seas (GNS), and Labrador Sea-Davis Strait 77 

(LSDS) (Fig.1a-b). These variations are anti-correlated over time (with correlation 78 

coefficients r ranging from –0.76 to –0.92, p<0.05) and both are related to AMV, the 79 

multidecadal variations in North Atlantic SST (NASST) (Fig. 1c), with either little time lag 80 

(e.g., for LSDS) or some delay (e.g., for GNS and BKS) (Fig. 1d–f). However, the 81 

AMV-associated NASST anomalies (up to ~0.2oC) are much smaller than the Tas anomalies 82 

over the three Arctic regions, and by the time the NASST anomalies being advected to the 83 

Arctic regions through ocean currents, their magnitudes should be even smaller as the 84 
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exchange of heat with the air would damp the SST anomalies along the way. This suggests 85 

that the direct heating of the air over the three Arctic regions by the AMV-associated SST 86 

anomalies is small and cannot explain the large multidecadal Tas anomalies over the Arctic 87 

regions, which are up to ~2oC over the LSDS and ~1.5oC over the BKS (Fig. 1d,f).  88 

 These observed multidecadal variations are reproduced approximately in our CESM1 89 

pre-industrial control run (CTL) or 1% per year CO2 increase run (1%CO2), with large 90 

multidecadal variations for both SIC and Tas over the Arctic regions and for NASST (i.e., 91 

AMV) (Fig. 2a,d and ED Fig. 1a,d). However, when the sea ice-air two-way interactions are 92 

cut off in our pre-industrial control run (CTL_FixedIce) or 1%CO2 run (1%CO2_FixedIce), 93 

which only allow the atmosphere and oceans to affect sea ice but not the other way (see 94 

Methods), such multidecadal variations in Tas and SIC over the Arctic regions weaken 95 

substantially along the sea-ice margins (Fig. 2c, ED Fig. 1c, and Supplementary Fig. S1), 96 

especially over the GNS and BKS where large SIC variations (and thus strong sea ice-air 97 

coupling) are seen in the CTL or 1%CO2 runs. We also found that multidecadal SST 98 

variations are reduced moderately over the northern North Atlantic and Nordic Seas in both 99 

FixedIce runs (Fig. 2d–f and ED Fig. 1d–f). For example, Tas multidecadal variability over 100 

the LSDS and AMV weakens by about 36% and 31% (relative to CTL), respectively, in 101 

CTL_FixedIce, although SIC’s multidecadal variability weakens only slightly over the LSDS 102 

(Fig. 3a-b). Similar variability reductions for both SIC and Tas are also seen in the BKS 103 

region in CTL_FixedIce (by ~49% for Tas and ~16% for SIC) compared to CTL (ED Fig. 104 

2a,b), and such reductions are even larger (by ~70% for Tas and ~19% for SIC) under 105 

increasing CO2 (i.e., 1%CO2_FixedIce relative to 1%CO2) (ED Fig. 3).  106 

These results suggest that the sea ice-air two-way interactions act to amplify not only the 107 

multidecadal Tas anomalies over the Arctic regions, but also Arctic SIC variations and AMV. 108 

While we expect the Tas anomalies to weaken in CTL_FixedIce and 1%CO2_FixedIce given 109 

the large amplification effect of sea-ice loss on surface warming shown previously13,24, it is 110 

surprising that both SIC and NASST (i.e., AMV) variations also weaken substantially when 111 
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fixed SIC is used in calculating surface fluxes over the Arctic and subpolar North Atlantic 112 

(note that SIC itself is not fixed but allowed to evolve dynamically in these model runs).  113 

As sea ice melts away over the BKS, GNS and LSDS after year ~150 in the 1%CO2 run, 114 

the sea ice-air interactions would weaken or even disappear completely over these regions. 115 

As a result, multidecadal SIC and Tas variations would weaken greatly over these regions 116 

(ED Fig. 4a–c and Supplementary Fig. S2a–c). For example, multidecadal SIC and Tas 117 

anomalies over the BKS diminish gradually during years ~50–190 with declining sea ice and 118 

become close to zero thereafter when sea ice (and thus its interactions with the atmosphere) is 119 

mostly gone over this region (ED Fig. 3a). On the other hand, as little sea ice exists in the 120 

northern North Atlantic after year ~150 in the 1%CO2 run, multidecadal NASST variability 121 

would also weaken due to the absence of sea ice-air interactions by then (ED Fig. 4d–f). We 122 

notice that the ice margins move poleward under increasing CO2, together with their 123 

associated multidecadal SIC and Tas variability (albeit weakened). This result suggests that 124 

the locations and magnitudes of multidecadal variations in Arctic SIC and Tas and NASST 125 

greatly depend on the locations of ice margins where the sea ice-air coupling is strongest. In 126 

other words, if subpolar and Arctic sea ice continues to retreat or melt away, its ability to 127 

cause such large multidecadal variations will diminish.  128 

Consistent with the CESM1 results, other climate models also simulate large 129 

multidecadal SIC and Tas variability over the GNS, BKS, and LSDS along the ice margins 130 

and NASST variability during the historical period (1920–2019), and these multidecadal 131 

variations would weaken greatly or almost disappear in the 23rd century when winter SIC is 132 

mostly gone over the subpolar North Atlantic, BKS and other Arctic regions (ED Fig. 5 and 133 

Supplementary Fig. S2d–f). Although the 23rd century climate includes many other changes, 134 

the results are at the least qualitatively consistent with our CESM1 results. These results 135 

suggest that the sea ice-air two-way interactions not only play a crucial role for Arctic Tas 136 

multidecadal variations, but also increase the low-frequency variability in Arctic SIC and 137 

NASST.  138 

 139 
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Sea ice-induced positive feedback loop through surface flux changes   140 

The AMV-associated SST anomalies can be advected from the North Atlantic to the BKS 141 

in about 6 years by upper-ocean currents in both observations and our CTL run (ED Fig. 2d), 142 

and the sea ice-air coupling allows sea ice to respond to these ocean-induced SST anomalies. 143 

We further found that such multidecadal SIC anomalies are anti-correlated with anomalies in 144 

winter surface upward longwave (LW) radiation (r=-0.56, p<0.05) and turbulent heat fluxes 145 

(r=-0.64, p<0.05) (ED Fig. 6a); that is, large upward energy flux anomalies are collocated 146 

with large multidecadal sea-ice decline, especially over the GNS, BKS, and LSDS regions 147 

(ED Fig. 6c). This is because a multidecadal sea-ice decline induced by a positive SST 148 

anomaly allows the warm Arctic Ocean to release large amounts of heat and LW radiation to 149 

warm up the frigid winter Arctic air greatly, as shown previously13,24. The resultant warmer 150 

air would in turn increase downward LW radiation (ref. 25 and Supplementary Fig. S3a) and 151 

further melt sea ice, leading to a positive feedback loop that amplifies the SST-induced 152 

variations.  153 

When fixed SIC is used in calculating all the surface fluxes, such multidecadal 154 

relationship between SIC and surface energy fluxes weakens (for turbulent fluxes with 155 

r=-0.17, p<0.1) or even reverses (for upward LW radiation with r=0.7, p<0.05) (ED Fig. 6b). 156 

This is because in our FixedIce runs, increased upward LW radiation (which is decoupled 157 

with internal SIC) would lead to surface cooling and thus more sea ice (ED Fig. 6d), in 158 

contrast to the fully coupled run in which the internal SIC largely determines these fluxes so 159 

that low SIC leads to more open waters and increased oceanic heat release through surface 160 

fluxes in winter. In other words, the SIC change is a cause of the change in upward LW 161 

radiation in the fully coupled runs, but a result in the FixedIce runs. Without the sea 162 

ice-induced amplification effect when the sea ice-air interactions are cut off, multidecadal 163 

surface flux are reduced (ED Fig. 6b), leading to weak multidecadal Tas variations in our 164 

CTL_FixedIce run (Figs. 2b and 3b).  165 

Surprisingly, multidecadal variations in winter SST from the northern North Atlantic to 166 

the BKS also weaken significantly when Arctic sea ice is fixed in flux calculations (Fig. 2f) 167 
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or melts away in the 23rd century (ED Fig. 5f). While we expect the lack of large Tas 168 

variations over the BKS and GNS to weaken the positive feedback effect on SST anomalies 169 

over these two regions through changes in downward LW radiation (Supplementary Fig. S3b), 170 

we are surprised to see that the absence of sea ice-air coupling also weakens the multidecadal 171 

SST variability from the Labrador Sea to the subpolar North Atlantic east of it and the Nordic 172 

Seas (Fig. 2f and ED Fig. 5f). In the fully coupled CTL run, a consistent power peak for an 173 

oscillation around 21 years was found in AMV (which includes SSTs over the northern North 174 

Atlantic) and both SIC and Tas over the LSDS (Fig. 3c), and their relationships are almost 175 

simultaneous with little time lag (Fig. 3d). This suggests that the multidecadal SST variability 176 

over the Labrador Sea and other subpolar Atlantic regions is closely coupled to the sea ice-air 177 

interactions, mainly through the SIC-induced anomalies in surface latent heat flux (LHF) and 178 

other surface energy fluxes. When a constant SIC is used in calculating surface fluxes in the 179 

CTL_FixedIce run, such SIC-associated multidecadal LHF variability decreases by about 74% 180 

over the LSDS (compared to CTL; as shown in Fig. 5 later), thereby weakening SST 181 

variations over this region.  182 

During the 23rd century when subpolar sea ice melts away, large decreases in 183 

multidecadal LHF variability are also found over the northern North Atlantic and the Nordic 184 

Seas (Supplementary Fig. S4f), which are collocated with large reductions in NASST’s 185 

variability (ED Fig. 5f). This suggests that, without the SIC-induced large LHF variations 186 

through the sea ice-air coupling, the multidecadal NASST variations would become much 187 

weaker. Again, although the future changes in LHF (and thus NASST) variations under such 188 

a high emission scenario can be caused by many other factors, these results are qualitatively 189 

consistent with our CESM1 results. Thus, the surface-flux induced amplification and sea 190 

ice-air feedback mentioned above can amplify the SIC and SST anomalies and cause large 191 

Tas changes from the North Atlantic to the Arctic through SIC’s impact on surface fluxes.  192 

 193 

Multidecadal variability of AMOC 194 
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 Our CESM1 CTL run simulates large multidecadal AMOC variations centered at around 195 

1.5km depth between ~40o–50oN (Fig. 4a). It is surprising that such AMOC multidecadal 196 

variability weakens (by about 20%) over the northern North Atlantic (north of 40oN) when 197 

the sea ice-air interactions are cut off in our CTL_FixedIce run (Fig. 4b,c). In the fully 198 

coupled CTL run, the AMOC index is clearly correlated with SIC (and thus LHF) over the 199 

LSDS on multidecadal time scales centered around 21 years (Figs. 5a and 6a,b), with SIC 200 

(r=~-0.4, p<0.05) and LHF (r=~0.5, p<0.05) leading the AMOC index by 4–5 years (Fig. 6c). 201 

We found that multidecadal oscillations in upper-ocean salinity and density are also 202 

anti-correlated with SIC variations over the LSDS (Fig. 5a), implying a connection among 203 

multidecadal variability in SIC and other upper-ocean conditions. Composite analysis further 204 

shows that the sea ice-air coupling in CTL allows multidecadal winter SIC decrease (increase) 205 

over the LSDS to cause large positive (negative) multidecadal anomalies in surface net water 206 

flux (i.e., evaporation minus precipitation or E–P) and LHF over exposed waters; and such 207 

enhanced (weakened) surface evaporation and heat loss from ocean to air would in turn 208 

increases (decreases) sea surface salinity (SSS), upper-ocean density and thus North Atlantic 209 

Deep Water (NADW) formation (measured by ocean mixed layer depth) over the LSDS 210 

region on multidecadal timescales (Fig. 7a,b). These variations in density and resultant 211 

NADW formation would lead to deeper and stronger (shallower and weaker) AMOC 212 

multidecadal anomalies in about 3–5 years during the high (low)-LHF anomaly periods 213 

associated with low (high) SIC anomalies (Figs. 6d and 7c).  214 

However, when fixed SIC is used in calculating the surface fluxes, the SIC-associated 215 

multidecadal variability in E–P and LHF over the LSDS is reduced by about 27% and 74% 216 

(p<0.05) relative to CTL, respectively, leading to considerably weakened variations in 217 

upper-ocean salinity and density (Fig. 5b) and thus ocean mixed layer depth in and around the 218 

LSDS (Supplementary Fig. S5). Without the sea ice-air interactions, the SIC-associated LHF 219 

anomalies become weak in CTL_FixedIce, resulting in smaller multidecadal anomalies in 220 

SSS and upper-ocean density and thus NADW formation (Fig. 7d,e); that is, such SIC 221 

variations cannot enlarge multidecadal anomalies in upper-ocean salinity and density (and 222 
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thus NADW formation) over the LSDS through its associated surface fluxes. As a result, the 223 

resultant AMOC variations become weak and shallow (Fig. 7f).  224 

These multidecadal relationships are also found in the fully coupled piControl runs by 225 

other climate models. In most of these piControl runs, the AMOC index is also 226 

anti-correlated with SIC variations over the LSDS (ED Fig.7) but with a longer lag time (~10 227 

years) (Fig. 6e).  The AMOC index is also similarly correlated with a lag of ~3–5 years with 228 

the SIC-related multidecadal variations in E–P and LHF, and thus the SSS and ocean mixed 229 

layer depth (Fig. 6e,f). Thus, these piControl runs also show that a higher (lower) LHF 230 

anomalies induced by multidecadal SIC decrease (increase) over the LSDS and its adjacent 231 

North Atlantic regions can lead to increased (decreased) SSS and thus NADW formation, 232 

thereby enhancing (weakening) AMOC’s multidecadal anomalies (Supplementary Figs. S6), 233 

consistent with the results from the CESM1 CTL run.  234 

In summary, the results from the CESM1 and other climate models suggest that SIC 235 

variations in the subpolar North Atlantic can amplify the multidecadal variability in AMOC 236 

and NASST through its impact on E–P, LHF and other surface fluxes, and that sea ice-air 237 

two-way interactions over the LSDS play a crucial role for large multidecadal variations in 238 

SIC, NADW formation and AMOC. When the Arctic sea ice-air coupling weakens or 239 

disappears, AMOC’s multidecadal variability and its associated NASST variations would 240 

weaken.  241 

We should note that the SIC-induced AMOC variations (i.e., lower SIC leading to 242 

stronger AMOC through increased LHF and other fluxes and vice versa) can also provide a 243 

positive feedback on SIC through AMOC-induced poleward heat transport. For example, a 244 

stronger (weaker) AMOC would transport more (less) heat into the LSDS and other subpolar 245 

North Atlantic, thereby further reducing (increasing) SIC there. This may have occurred in 246 

CTL_FixedIce for its mean SIC and AMOC strength. The CTL_FixedIce run shows 247 

increased mean SIC (ED Fig. 8a) and weakened mean AMOC (Fig. 4c) compared to CTL, 248 

together with reduced mean SST, LHF, SSS, MLD and ocean density over the subpolar North 249 

Atlantic (ED Fig. 8). These mean changes from CTL to CTL_FixedIce are qualitatively 250 



 10

consistent with the multidecadal anomalies associated with high SIC anomalies and weak 251 

AMOC discussed above; presumably they are produced by the same surface flux-based 252 

processes and the AMOC-induced positive feedback mentioned above.  253 

On the other hand, our standard 1%CO2 run shows that the AMOC would become 254 

weaker and shallower under increasing CO2 (contours in Fig. 8) likely due to increased ocean 255 

stratification caused by surface warming and freshening in the North Atlantic, as shown 256 

previously21,26,27. Meanwhile, its multidecadal variability also weakens over the subpolar 257 

North Atlantic in future warmer climates (shading in Fig. 8), as reported previously28,29, 258 

which would weaken multidecadal anomalies in NASST11. Although we would expect such a 259 

variability reduction as AMOC’s variability amplitude is closely related to AMOC’s mean 260 

strength (Fig. 8), the above surface flux-based processes could also weaken AMOC’s 261 

multidecadal variations as sea ice and thus its interactions with the atmosphere decrease in 262 

future warmer climates. As multidecadal SIC variations would weaken greatly over the LSDS 263 

in the CESM1 1%CO2 run or in the 23rd century in the CMIP5/CMIP6 model simulations, the 264 

associated multidecadal LHF anomalies over this region would also become much weaker 265 

due to the lack of the sea ice-air interactions (Fig. 9 and ED Fig. 9), leading to greatly 266 

reduced multidecadal variability in SSS and thus NADW formation (Supplementary Fig. S7). 267 

In other words, compared to the historical climate, weaker LHF anomalies (due to lack of the 268 

amplification from sea ice-air interactions) in the future climates are not able to generate 269 

large multidecadal anomalies in SSS and NADW formation, leading to much weaker and 270 

shallower multidecadal variability for AMOC, as shown by the 1%CO2 run (Supplementary 271 

Fig. S8) and CMIP5/CMIP6 simulations (ED Fig. 10). Thus, as subpolar sea ice melts away, 272 

the lack of sea ice-air interactions would substantially weaken the multidecadal variability in 273 

the SIC-associated surface fluxes and upper-ocean conditions, leading to weaker and 274 

shallower AMOC variations in future warmer climates in CESM1 and other CMIP5/CMIP6 275 

models.  276 

Note that the mean climate and other conditions may change in the 23rd century in the 277 

CMIP5/CMIP6 model simulations or the CESM1 1%CO2 run, but the basic surface flux 278 
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variations and their association with the SIC and AMOC fluctuations in these warming 279 

simulations are consistent with those seen in our CTL and CTL_FixedIce runs. Thus, the 280 

projected weakening of the AMOC’s variability is consistent with the amplification effect of 281 

the sea ice-air interactions on multidecadal climate variations discussed above, although there 282 

are other changes in such warming simulations that prevent us from making definite 283 

conclusions regarding the role of sea ice-air coupling based on these simulations alone.  284 

 285 

Summary and discussion 286 

Our results, summarized in Fig. 10, confirm the important role of the poleward heat 287 

transport in the upper ocean from the northern North Atlantic to the GNS and BKS9,12,13. 288 

Multidecadal anomalies in such heat transport can induce SST and SIC anomalies over the 289 

subpolar Atlantic and Arctic regions, which in turn can trigger an amplification of the SIC 290 

and Tas anomalies over these regions through sea ice-air interactions and associated surface 291 

fluxes. We further show that it is the sea ice-air two-way interactions in the subpolar Atlantic 292 

and Arctic regions (including the LSDS, GNS and BKS), not the heat transport itself, that are 293 

largely responsible for the large Tas multidecadal variations in the Arctic regions. Without the 294 

sea ice-air interactions, not only the Tas variations would largely disappear, but also the 295 

multidecadal variations in SIC and SSTs from the northern North Atlantic to BKS (and thus 296 

the poleward oceanic heat transport itself), as well as the AMV and AMOC, would weaken 297 

substantially. This is consistent with the important role of sea ice-air interactions for Arctic 298 

multidecadal climate variations suggested (but not clearly demonstrated) previously30. The 299 

reduced AMOC multidecadal variability under weakened sea ice-air interactions is consistent 300 

with the projected future weakening of the AMOC multidecadal variability shown here and 301 

previously28,29. This suggests that winter sea ice-air interactions in the subpolar North 302 

Atlantic are a major mechanism for generating or amplifying multidecadal variability in 303 

AMOC and AMV, which is consistent with the significant roles of sea ice for AMOC and 304 

AMV suggested previously18,19. This differs from and complements previous notion that the 305 

AMOC’s multidecadal variability is generated by stochastic atmospheric variability31, 306 
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oceanic planetary wave instability32, thermohaline instability33, and other processes29,34. Our 307 

new findings highlight the need to examine more closely the major impacts of the 308 

diminishing sea ice-air interactions in the LSDS, GNS, BKS, and other Arctic regions on 309 

Arctic and North Atlantic climate variability and on the AMV and AMOC under 310 

GHG-induced global warming, besides the weakening impact on AMOC’s mean strength by 311 

Arctic sea-ice loss under increasing GHGs that results from upper ocean warming and 312 

freshening in the subpolar North Atlantic15-17,21,26,27. The long-term weakening of the AMOC 313 

under increasing GHGs, which concurs with declining sea ice, is due to the warming and 314 

freshening-induced upper ocean stratification, not due to the sea ice-air interactions discussed 315 

here, although the sea-ice loss can enhance the upper ocean stratification (e.g., through Arctic 316 

amplification of surface warming24) and thus contribute to AMOC’s weakening15-17.    317 

In contrast to AMOC’s weakening under GHG-induced warming with declining sea ice, 318 

for the internally-generated decadal-multidecadal variations, reduced sea ice around the 319 

Labrador Sea and Davis Strait (e.g., due to a warm AMV phase) increases LHF and thus SSS 320 

and ocean density, which enhances the deep water formation and AMOC and thus amplifies 321 

the AMV. Apparently, this process plays a smaller role for AMOC’s long-term response to 322 

GHG-induced warming than the warming and freshening-induced ocean stratification in 323 

climate change simulations with increasing GHGs, leading to an overall weakening of the 324 

AMOC under increasing GHGs and declining sea ice, in contrast to a stronger AMOC under 325 

lower SIC for internally-generated multidecadal variations discussed above.   326 

The AMOC’s close link to Arctic sea ice suggests that models need to realistically 327 

simulate sea ice cover and its interactions with the atmosphere and oceans in order to reliably 328 

simulate the responses of the AMOC and other associated fields to future GHG increases. 329 

Our results suggest that biases in model-simulated AMOC strength for the current climate11 330 

could be related to biases in model-simulated mean sea-ice extent over the Labrador Sea and 331 

Nordic Seas, as excessive or too little ice cover in these regions could lead to unrealistic sea 332 

ice-air interactions, leading to unrealistic SSTs and SSS and thus deep water formation. 333 

Further work is needed to examine how the current AMOC strength and its future change are 334 
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linked to current sea ice biases and future sea-ice loss in the Atlantic sector. Correlations of 335 

the decadal-multidecadal variations between AMOC and LSDS SIC reveal considerable 336 

differences among different models for both piControl runs (Figs. 6e,f and ED Fig. 7) and 337 

historical simulations (Fig. 9), suggesting substantial uncertainties in current model 338 

simulations of this crucial relationship, as noticed previously35. Further investigations of the 339 

SIC-AMOC relationship are needed.  340 

 As subpolar sea ice is projected to decrease20,21, the sea-ice margins and thus the sea 341 

ice-air interaction centers retreat poleward under GHG-induced warming, which is consistent 342 

with the reported northward shifts of the surface flux forcing of the AMOC28 and the 343 

poleward movements of the deep water formation regions36, although the zonal-mean ocean 344 

mixed layer depth did not move northward in CMIP5 models29. Clearly, the enhanced sea 345 

ice-air interactions at higher latitudes are not enough to compensate the lost forcing over the 346 

current ice margins and from the upper-ocean freshening and other processes in the subpolar 347 

North Atlantic, leading to weakened AMOC and its variability under global warming. More 348 

work is needed to show how the northward shifts of the sea ice-air interactions affect AMOC 349 

and AMV under GHG-induced warming. Furthermore, models show a slow recovery of the 350 

AMOC after CO2 stabilizes37 or after a rapid summer sea ice loss38, but it is unclear whether 351 

the reduced variability of the AMOC and AMV would recover due to other processes in an 352 

equilibrium warmer climate when subpolar North Atlantic sea ice and thus sea ice-air 353 

interactions disappear.  354 

Methods 355 

Observational and CMIP data. Monthly mean surface air temperature (Tas), sea surface 356 

temperature (SST) and sea ice data from 1950–2020 were obtained from the newly released 357 

European Centre for Medium-Range Weather Forecasts (ECMWF) Reanalysis version 5 358 

(ERA5)39 on a 1° grid. The Tas results are similar using the NCEP/NCAR reanalysis except 359 

for stronger variability over the three regions outlined in Fig. 1a. We focus on the boreal 360 

winter, defined as December–January-February (DJF; e.g., the winter of 1950 is for 361 

December 1950–February 1951; thus, our last winter is for 2019 from December 2019–362 



 14

February 2020); however, we also examined other seasons. The results for annual mean 363 

(Supplementary Figs. S9–S10) and other seasons are similar except with smaller magnitudes.  364 

We also used monthly model data from twelve all-forcing historical (HIST) and RCP8.5 365 

(RCP8.5 for CMIP5; SSP5-8.5 for CMIP6) simulations from twelve CMIP540 or CMIP641 366 

models (Supplementary Table. S1). These models had simulations extended to year 2300 367 

under the extended RCP8.5 scenario, allowing us to investigate the multidecadal variability 368 

over the North Atlantic and Arctic in an approximately ice-free world. The purpose of using 369 

the 23rd century simulation is to find out what would happen when most of the Arctic ice is 370 

gone. Eight of the models were from the CMIP5 as follows: bcc-csm1-1, CCSM4, 371 

CNRM-CM5, GISS-E2-H, GISS-E2-R, HadGEM2-ES, IPSL-CM5A-LR, and MPI-ESM-LR. 372 

Four of the models were from the new CMIP6: CanESM5, CESM2-WACCM, 373 

IPSL-CM6A-LR, and MRI-ESM2-0. We also used 500-year pre-industrial control (piControl) 374 

simulations from seven CMIP5/CMIP6 models with the AMOC data available to us, namely, 375 

CCSM4, CNRM-CM5, GISS-E2-R, MPI-ESM-LR, CESM2-WACCM, IPSL-CM6A-LR, and 376 

MRI-ESM2-0. Before further analysis, all the monthly model outputs were remapped onto a 377 

2.5o grid for atmospheric fields and a 1o grid for ocean or sea-ice fields.   378 

 379 

CESM1 simulations. We used the Community Earth System Model version 1.2.1 380 

(CESM1)42 from the National Center for Atmospheric Research with version 4 of the 381 

Community Atmosphere Model (CAM4) for its atmospheric component. The CESM1 has 382 

been widely used to study the global and Arctic climate and it simulates the global, Arctic and 383 

midlatitude mean climate fairly realistically, including the spatial and seasonal patterns of the 384 

sea-ice and surface fluxes and their interannual variability24,42,43. We ran the CESM1 with 385 

grid spacing of 2.5o longitude × ~2.0o latitude for the atmospheric model, and ~1.0o longitude 386 

× ~0.5o latitude for the sea-ice and ocean models. Most of the simulations used here 387 

(including the fixed-ice setup), except CTL_FixedIce, have already been described in detail 388 

and used by refs. 24 and 44. 389 
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We made two types of long-term CESM1 simulations: one type with fully-coupled 390 

dynamic sea ice (i.e., with the sea ice-air two-way interactions) and the other type (FixedIce) 391 

with fixed sea ice concentration (SIC) only in the coupler of the model for estimating the 392 

water and ice fractions used in calculating grid-box mean values of the exchange fluxes of 393 

energy, mass and momentum between the atmosphere and underlying ocean and ice surfaces. 394 

For each type, we made one 500-year pre-industrial control (piControl) run with atmospheric 395 

CO2 fixed at 284.7ppmv and one 235-year simulation with increasing CO2 by 1% per year 396 

(1%CO2). The FixedIce 1%CO2 simulation (1%CO2_FixedIce) is described in detail and used 397 

by refs. 24 and 44. The FixedIce runs, which include a new 500-year piControl run with fixed 398 

SIC (referred to as CTL_FixedIce), use fixed SIC derived from the monthly climatology from 399 

the standard piControl run (CTL) only in the coupler for determining the ice and water 400 

surface fractions that are used as the weights in calculating the grid-box mean fluxes. The 401 

fluxes over the ice or water fraction are not altered by us. Only their weights may be affected 402 

by our prescribed SIC (when it differs from the internal SIC, which occurs mainly around the 403 

ice margins). Thus, the use of a fixed SIC in the coupler does not alter any physical laws 404 

(including the conservation of energy, mass and momentum).  405 

By fixing the SIC to its climatological value in our fixed-ice runs, instead of using its 406 

internal value as in the standard CESM1, we essentially cut off the impact of a variable SIC on 407 

the climate. This is similar to using climatological SST instead of time-varying SST from 408 

observations in AMIP-type simulations, except in our case we have a fully coupled ocean and 409 

ice model to feel the impact from the fixed SIC used in the coupler. One can also think of our 410 

fixed-ice setup as a change of ocean surface type (between water and ice) for certain grid boxes 411 

and at certain times (when the internal SIC differs from its climatological SIC), similar to 412 

changing a land surface type (e.g., from forest to grassland) for studying the effect of the land 413 

cover change (although this change is permanent over the specified grid boxes while our 414 

change occurs only when the internal SIC differs from its climatology—if the two SIC values 415 

are the same, e.g., near the North Pole where both SIC are 100% at most of the time, then there 416 

is no change at all from our setup). 417 
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In our FixedIce runs, we did not attempt to fix sea ice in the ice model, in contrast to 418 

previous similar simulations17,43,45-47; rather, we specifically cut off the impact of sea ice 419 

variations on the exchange fluxes between the atmosphere and the ocean/ice surface while 420 

allowing the atmosphere and ocean to influence sea ice freely. Thus, we can attribute any 421 

differences between the CTL and CTL_FixedIce runs or between the standard 1%CO2 and 422 

the FixedIce 1%CO2 runs to a specific physical process, namely the impact of varying sea ice 423 

through changes in surface fluxes. That is, all the internal processes (including the impact of 424 

AMOC’s advection on North Atlantic surface conditions) are allowed to work in both 425 

simulations, except for the sea ice-air two-way interactions that are missing in the FixedIce 426 

run. In other words, these differences are triggered by the lack of the two-way ice-air 427 

interactions in the FixedIce run. We will refer the sea ice-air (and sea ice-ocean) interactions 428 

in the standard CTL and 1%CO2 runs as two-way interactions, while they are referred to as 429 

one-way interaction (i.e., air-to-ice and ocean-to-ice only) in the CTL_FixedIce and 430 

1%CO2_FixedIce runs.  431 

Here, we focus on the decadal-multidecadal variations, rather than long-term mean 432 

changes in response to CO2 forcing17,43,45-47 over the Arctic and North Atlantic regions in 433 

individual realizations, which resemble the real world.  434 

 435 

Decadal to multidecadal variability. As our focus is on internally-generated 436 

decadal-multidecadal variability, we first removed the externally-forced signal in all analyzed 437 

fields from reanalysis and model simulations based on the method used previously48,49. Here 438 

we defined the forced signal as the time series of the global-mean (60°S–75°N) surface air 439 

temperature (GMT) averaged over twelve all-forcing historical and RCP8.5 runs from twelve 440 

CMIP5/CMIP6 models used in this study. For reanalysis over 1950–2020 and CMIP5/CMIP6 441 

historical and RCP8.5 runs over 1900–2299, we used linear regression between the CMIP 442 

model-averaged GMT (as the x variable) and a given variable (as the y variable) at each grid 443 

box to obtain the forced component in variable y, and then subtracted this forced component 444 

from the original time series of variable y. Similar procedure was also applied to the CESM1 445 
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1%CO2 and 1%CO2_FixedIce runs from years 1–235 but using their own GMT time series as 446 

the x variable in a 3rd-order polynomial fit in the detrending procedure (instead of the linear fit) 447 

to eliminate any nonlinear long-term trend, as Arctic sea-ice concentrations decrease 448 

nonlinearly with monotonically increasing CO2. After removing the externally-forced signal 449 

(except for the CESM1 and CMIP5/CMIP6 pre-industrial control simulations), the 450 

internally-generated decadal-multidecadal anomalies were obtained by applying a 10–90-year 451 

Lanczos band-pass filter with 21 weights, to filter out any interannual or 452 

centennial-multicentennial variability in order to focus on the decadal-multidecadal variability. 453 

Note that results are similar using more filter weights (e.g., 181 weights) but with larger 454 

multidecadal magnitudes and, more importantly, a greater data loss (and thus a smaller sample 455 

size, especially for observations and CMIP5/6 all-forcing simulations).  456 

We calculated the standard deviation (SD) of the detrended and filtered DJF-mean 457 

anomalies to quantify the decadal-multidecadal variability. Note that the SD may not be 458 

sufficient for quantifying the probability density function, which is not our purpose here, as the 459 

distribution may not be exactly Gaussian. For the CMIP5/CMIP6 simulations, the SD pattern 460 

of the detrended and filtered DJF-mean anomalies was first obtained from each simulation 461 

and then averaged over the models (one simulation for each model) with equal weighting to 462 

create the multi-model mean pattern.  463 

 464 

AMV and AMOC indexes. The AMV index was defined as the detrended and filtered 465 

DJF-mean SST anomalies averaged over the northern North Atlantic (0°–60°W, 50°–65°N), 466 

and the AMOC index was defined as the detrended and filtered DJF-mean anomalies of the 467 

Atlantic zonal-mean meridional stream function averaged over the depths of 1,000–2,000m 468 

and 40°–55°N throughout the study, as these two regions see larger multidecadal variability 469 

in SST (Figs. 1–2) and AMOC stream function (Fig. 4), respectively. 470 

 471 

Statistical significance test. We used F-tests to test the significance of a change in a given 472 

variable’s standard deviation, with the effective degree of freedom defined as N/τ (where N is 473 
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data length and τ is the e-folding time scale over which the autocorrelation decays to 1/e). 474 

Student’s t-tests were applied to test whether the composite differences are statistically 475 

significant based on a 5% significance level. The significance of a correlation between two 476 

strongly autocorrelated time series (X and Y of length N) was tested on the basis of a 477 

resampling method50: we randomly selected a number i between 1 and N to reconstruct a new 478 

X that starts from year i to year N and followed by the original X from year 1 to year i–1 479 

immediately, and a similar reshuffling process was applied to Y but with a different random 480 

number i. We calculated the correlation between the randomly reshuffled X and Y, and then 481 

repeated this resampling procedure for 10,000 times to create a correlation distribution that 482 

could occur by chance. For a 5% significance level based on a two-tailed test, the 5th and 95th 483 

percentile values of this correlation distribution were chosen as the lower and higher 484 

confidence bounds, respectively.  485 

 486 

Code availability  487 

The code of the CESM1 model used in this study is available from 488 

http://www.cesm.ucar.edu/models/cesm1.2/. 489 

Data Availability 490 

All observational data used in this study are publicly available and can be downloaded from 491 

the corresponding websites. ERA5: 492 

https://www.ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5; NCEP/NCAR 493 

reanalysis: https://psl.noaa.gov/data/gridded/data.ncep.reanalysis.html; The CMIP model data 494 

used in this study can be obtained from the CMIP5 and CMIP6 archives at 495 

https://esgf-node.llnl.gov/projects/esgf-llnl/. The CESM1 model data used in this study are 496 

available from the authors upon request. 497 

 498 
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 642 
Fig. 1. (a–c) Distributions of the standard deviation (SD) of the 10–90-year band-pass filtered 643 
DJF-mean anomalies (with the forced signal removed; see Methods) in (a) sea-ice cover (SIC, 644 
in % of area), (b) surface air temperature (Tas, in oC), and (c) sea surface temperatures (SST, 645 
in oC) north of 50°N during 1950–2019 from ERA5 reanalysis. The outlined areas in b define, 646 
from west to east, the Labrador Sea and Davis Strait (LSDS; 45°–65°W, 55°–70°N), the 647 
Greenland-Norwegian Seas (GNS; 25°W–5°E, 65°–80°N), and the Barents-Kara Seas (BKS; 648 
30°–80°E, 70°–80°N); and the black dashed contour in a–c denotes the climatological 649 
DJF-mean SIC edge (for SIC=10%). (d–f) Anomaly time series of the filtered DJF-mean SIC 650 
(black, in % of area; right y-axis, increases downward) and Tas (red, in oC, left y-axis; over 651 
oceans only within each region) averaged over the (d) LSDS, (e) GNS, and (f) BKS with the 652 
forced signal removed. The blue curve denotes the Atlantic multidecadal variability (AMV) 653 
index (in oC; multiplied by 5 to use the same left y-axis), defined as the similarly-filtered 654 
DJF-mean SST anomalies averaged over the northern North Atlantic (0°–60°W, 50°–65°N; 655 
outlined in c) using ERA5. The SD of each curve is given in the respective color on each 656 
panel. The correlation coefficient r1 is between SIC and Tas, and r2 are, from left to right, the 657 
peak correlation coefficients with AMV leading SIC and Tas by the years in the parentheses. 658 
The superscript “*” (“#”) indicates the correlation is statistically significant at the 5% (10%) 659 
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level based on a resampling technique (see Methods).   660 

 661 

Fig. 2. (a–c) Distributions of the standard deviation (SD) of the 10–90-year band-pass filtered 662 

DJF-mean Tas anomalies (in oC) north of 50°N from the CESM1 (a) CTL and (b) 663 

CTL_FixedIce runs and (c) their difference (i.e., CTL_FixedIce minus CTL) during years 11 664 

to 490. (d–f) Same as (a–c) but for the similarly-filtered DJF-mean SST anomalies (in oC). 665 

The black dashed contour in a and d (b and e) denotes the climatological DJF-mean SIC edge 666 

(for SIC=10%) over the same period from CTL (CTL_FixedIce). Only negative values are 667 

plotted in c and f for clarity and the stippling indicates that the SD difference is statistically 668 

significant at the 5% level based on a F-test.   669 

  670 



 26

 671 
Fig. 3. Filtered time series of DJF-mean anomalies of SIC (black; in % of area; right y-axis, 672 

increases downward) and Tas (red; in oC, left y-axis) averaged over the Labrador Sea and 673 

Davis Strait defined in Fig. 1b and the AMV index (blue; in oC, multiplied by 5 in order to 674 

use the same left y-axis) from the CESM1 (a) CTL and (b) CTL_FixedIce runs from years 11 675 

to 490. A 10–90-year Lanczos band-pass filter was used. The correlation coefficient (r) is 676 

between SIC and Tas. The SD of each curve is given in the respective color on (a-b). The 677 

superscript “*” and “#” indicate the correlation (the SD difference) is statistically significant 678 

at the 5% and 10% levels, respectively, based on a resampling technique (a F-test) (see 679 

Methods). (c) Power spectrum (standardized to use the same y-axis) of the time series shown 680 

in (a). The dashed curves are for the 95% confidence bound. (d) Lead-lag correlation 681 

coefficients of the AMV with SIC (black) and Tas (red) over the LSDS from ERA5 reanalysis 682 

as shown in Fig. 1d (light dashed lines) and the CESM1 CTL run as shown in (a) (dark solid 683 

lines). The dots indicate the correlation coefficient is statistically significant at the 5% level 684 

based on a resampling technique (see Methods).   685 

 686 
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 687 

Fig. 4. Distributions of the standard deviation (SD) of the 10–90-year band-pass filtered 688 

DJF-mean AMOC stream-function anomalies (shading; in Sv) from the CESM1 (a) CTL and 689 

(b) CTL_FixedIce runs and (c) their difference (i.e., CTL_FixedIce minus CTL) during years 690 

11 to 490. Only negative values are plotted in c for clarity and the stippling indicates that the 691 

SD difference is statistically significant at the 5% level based on a F-test (see Methods). The 692 

contours represent the climatological DJF-mean AMOC zonal-mean stream-function (in Sv) 693 

from (a) CTL and (b) CTL_FixedIce and (c) the CTL_FixedIce-minus-CTL difference during 694 

years 11–490, and the solid and dashed contours are for positive and negative values, 695 

respectively. The outlined area (40°–55°N, 1–2km) is used to define the AMOC index in Fig. 696 

5. A nine-point spatial smoothing was also applied in all panels.   697 

  698 
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 699 
Fig. 5. Filtered time series of the DJF-mean anomalies of SIC (black solid, in % of area, sign 700 

reversed; right y-axis), surface evaporation-minus-precipitation (E–P; red solid, in cm year-1; 701 

left y-axis), surface latent heat flux (LHF, positive upward; blue solid, in W m-2; left y-axis), 702 

upper-10m ocean salinity (SSS; purple solid, in psu, 1 psu = 1 g kg-1; multiplied by 30 and 703 

shifted downward by 9 to use the same right y-axis), and upper-10m ocean density (RHO; 704 

green solid, in kg m-3; multiplied by 50 and shifted downward by 18 to use the same left 705 

y-axis) averaged over the LSDS region (defined in Fig. 1b), and the AMOC index (orange 706 

dashed; in Sv, multiplied by 10 and shifted downward by 18 to use the same left y-axis) from 707 

the CESM1 (a) CTL and (b) CTL_FixedIce run during years 11 to 490. A 10–90-year 708 

Lanczos band-pass filter was used. The SD of each curve is given in the respective color on 709 

each panel. The superscript “*” and “#” indicate the correlation (the SD difference) is 710 

statistically significant at the 5% and 10% levels, respectively, based on a resampling 711 

technique (a F-test) (see Methods).   712 

 713 

  714 
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 715 

Fig. 6. (a, b) Power spectrum (standardized to use the same y-axis) of the DJF-mean 10–716 

90-year band-pass filtered anomalies in (a) SIC and LHF averaged over the LSDS region 717 

(defined in Fig. 1b) and (b) LSDS LHF and AMOC index from the CESM1 CTL run as 718 

shown in Fig. 5a. The dashed lines are for the 95% confidence bound. (c, d) Lead-lag 719 

correlation coefficients of the DJF-mean band (10–90 year) filtered AMOC index with (c) 720 

SIC (black), E–P (red), and LHF averaged over LSDS and with (d) SSS (blue), RHO (green), 721 

mixed layer depth (MLD, blue) averaged over the LSDS, and AMOC itself (black) from the 722 

CESM1 CTL run as shown in Fig. 5a. The dots indicate the correlation coefficient is 723 

statistically significant at the 5% level based on the resampling technique (see Methods). (e, f) 724 

Same as c and d, but averaged over seven 500-year piControl simulations from seven CMIP5 725 

and CMIP6 models (thin curves with the respective colors for individual model runs, and 726 

thick lines are the ensemble mean). Note that RHO data are unavailable and MLD data are 727 

only available for five CMIP5/6 models (see Table S1).    728 
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 729 

Fig. 7. (a–c) Composite differences of the 10–90-year band-pass filtered DJF-mean 730 

anomalies of (a) LHF (shading, positive upward, in W m-2) and SSS (contours, in 0.1 psu), (b) 731 

MLD (shading, in m) and RHO (contours, in 0.1 kg m-3), and (c) the 3–5-year lagged 732 

zonal-mean AMOC stream-function (shading, in Sv) between years with high (local 733 

maximum higher than +1 SD) and low (local minimum lower than –1 SD) LHF (i.e., high 734 

LHF years minus low LHF years) over the LSDS region outlined in a, b as in Fig. 1b) based 735 

on the CESM1 CTL run from years 11 to 490. (d–f) Same as (a–c) but based on the CESM1 736 

CTL_FixedIce run. A nine-point spatial smoothing was also applied in all panels. Only 737 

positive values are plotted in c and f for clarity as negative values are small. The stippling 738 

indicates that the difference is statistically significant at the 5% level based on a Student’s 739 

t-test.   740 

 741 

  742 
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 743 

Fig. 8. Distributions of the standard deviation (SD) of the 10–90-year band-pass filtered 744 

DJF-mean AMOC stream-function anomalies (shading; in Sv) from the CESM1 1%CO2 run 745 

during (a) years 11–150 and (b) years 151–224 with the forced signal removed (see Methods) 746 

and (c) their difference (i.e., years 151–224 minus years 11–150). Only negative values are 747 

plotted in c and the stippling indicates that the SD difference is statistically significant at the 748 

5% level based on a F-test. The contours indicate the climatological DJF-mean AMOC 749 

zonal-mean stream-function (in Sv) from the CESM1 1%CO2 run during (a) years 11–150 750 

and (b) years 151–224 and (c) their difference (i.e., years 151–224 minus years 11–150), and 751 

the solid and dashed contours are for positive and negative values, respectively. The outlined 752 

area (40°–55°N, 1–2km; as in Fig. 4) is used to define the AMOC index in ED Fig. 9. A 10–753 

90-year Lanczos band-pass filter was used. A nine-point spatial smoothing was also applied 754 

in all panels.  755 
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 756 
Fig. 9. Filtered time series of the DJF-mean anomalies (with the forced signal removed) in 757 

SIC (black, in % of area; right y-axis, increases downward) and LHF (positive upward; red, 758 

in W m-2; left y-axis) averaged over the LSDS region (defined in Fig. 1b), and the AMOC 759 

index (the same definition as in Fig. 5; blue, in Sv; multiplied by 5 to use the same left y-axis) 760 

during 1910–2289 based on one simulation from seven CMIP5/CMIP6 models: (a) CCSM4, 761 

(b) CNRM-CM5, (c) GISS-E2-R, (d) MPI-ESM-LR, (e) CESM2-WACCM, (f) 762 

IPSL-CM6A-LR, and (g) MRI-ESM2-0. A 10–90-year Lanczos band-pass filter was used. 763 

The peak correlation coefficients (r) are, from left to right, between SIC and AMOC and 764 

between SHF and AMOC at the lag shown in the parentheses during 1920–2019; and the 765 

SIC-AMOC correlations degrade after ~2100 due to low SIC. The SDs of each curve during 766 

1920–2019 and 2190–2289 are also given from left to right at the lower-right corner of each 767 

panel with the respective color. The superscript “*” and “#” indicate the correlation (the SD 768 

difference) is statistically significant at the 5% and 10% levels, respectively, based on a 769 

resampling technique (a F-test) (see Methods).  770 
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 771 

 772 

Fig. 10. Schematic diagram for the amplification of the multidecadal variability by sea ice-air 773 

interactions triggered by a multidecadal sea-ice loss (indicated by the dashed lines) under a 774 

warm AMV phase. LW = longwave radiation, SHF = surface sensible heat flux, and LHF = 775 

surface latent heat flux. The key processes shown here include (a) a warm SST anomaly over 776 

the subpolar North Atlantic can is advected to the Barents-Kara Seas in about 6 years and 777 

causes large multidecadal Tas and SIC variations along the ice margins through surface 778 

upward energy fluxes, which in turn warms the subpolar North Atlantic and Arctic surface 779 

mainly through downward LW radiation; and (b) a multidecadal sea-ice loss over the 780 

subpolar North Atlantic, especially over the Labrador Sea, would increase LHF, upper-ocean 781 

salinity and density and thus deep water formation, leading to a deeper and stronger AMOC 782 

in ~3–5 years, which further enhances poleward heat transport to enlarge the warm NASST 783 

anomaly. The processes are reversed during a positive multidecadal sea-ice anomaly induced 784 

by a cold AMV phase. 785 
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ED Fig. 1. (a–c) Distributions of the standard deviation (SD) of the 10–90-year band-pass 9 

filtered DJF-mean Tas anomalies (in oC) north of 50°N from the CESM1 (a) 1%CO2 and (b) 10 

1%CO2_FixedIce runs and (c) their difference (i.e., 1%CO2_FixedIce minus 1%CO2) during 11 

years 11 to 150 with the forced signal removed (see Methods). (d–f) Same as (a–c) but for the 12 

similarly-filtered DJF-mean SST anomalies (in oC). The black dashed contour in a and d (b 13 

and e) denotes the climatological DJF-mean SIC edge (for SIC=10%) over the same period 14 

from 1%CO2 (1%CO2_FixedIce). Only negative values are plotted in c and f for clarity, and 15 

the stippling indicates that the SD difference is statistically significant at the 5% level based on 16 

a F-test.   17 



 18 

ED Fig. 2.  Same as Fig. 3 but for the 10–90-year band-pass filtered DJF-mean anomalies of 19 

SIC and Tas averaged over the Barents-Kara Seas (defined in Fig. 1b).   20 

 21 

  22 



 23 

ED Fig. 3. Filtered time series of DJF-mean anomalies (with the forced signal removed; see 24 

Methods) of SIC (black; in % of area; right y-axis, increases downward) and Tas (red; in oC, 25 

left y-axis) averaged over the Barents-Kara Seas as defined in Fig. 1b and the AMV index 26 

(blue; in oC, multiplied by 5 to use the same left y-axis) from the CESM1 (a) 1%CO2 and (b) 27 

1%CO2_FixedIce runs from years 11 to 224. A 10–90-year Lanczos band-pass filter was used. 28 

The correlation coefficient (r) is between SIC and Tas. The SD of each curve is given in the 29 

respective color for years 11–150. The superscript “*” and “#” indicate the correlation (the SD 30 

difference) is statistically significant at the 5% and 10% levels, respectively, based on a 31 

resampling technique (a F-test) (see Methods).   32 
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 35 

ED Fig. 4. (a–c) Distributions of the standard deviation (SD) of the 10–90-year band-pass 36 

filtered DJF-mean Tas anomalies (in oC) north of 50°N from the CESM1 1%CO2 run during 37 

(a) years 11–150 and (b) years 151–224 with the forced signal removed and (c) their difference 38 

(i.e., years 151–224 minus years 11–150). Only negative values are plotted in c for clarity and 39 

the stippling indicates that the SD difference is statistically significant at the 5% level based on 40 

a F-test. (d–f) Same as (a–c) but for the similarly-filtered DJF-mean SST anomalies (in oC). 41 

The black dashed contour in a and d (b and e) denotes the climatological DJF-mean SIC edge 42 

(for SIC=10%) averaged over the respective period from 1%CO2.  43 
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 46 

ED Fig. 5. (a–c) Distributions of the standard deviation (SD) of the 10–90-year band-pass 47 

filtered DJF-mean Tas anomalies (in oC) north of 50°N averaged over twelve CMIP5 and 48 

CMIP6 models during (a) 1920–2019 and (b) 2190–2289 with the forced signal removed (see 49 

Methods) and (c) their difference (i.e., 2190–2289 minus 1920–2019). (d–f) Same as (a–c) but 50 

for the similarly-filtered DJF-mean SST anomalies (in oC) with the forced signal removed. The 51 

black dashed contour in a and d (b and e) denotes the climatological DJF-mean SIC edge (for 52 

SIC=10%) averaged over twelve models during 1920–2019 (2190–2289). Only negative values 53 

are plotted in c and f for clarity, and the stippling indicates that at least 8 out of 12 models 54 

agree on the sign of change.  55 
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 58 

ED Fig. 6. (a, b) Filtered time series of the DJF-mean anomalies of SIC (black; in % of area; 59 

right y-axis, increases downward), surface upward longwave radiation (LW_up, red; in W m-2, 60 

left y-axis), and surface sensible plus latent heat flux (SHF+LHF, blue; in W m-2, left y-axis) 61 

averaged over the Arctic region north of 65°N from the CESM1 (a) CTL and (b) 62 

CTL_FixedIce runs during years 11–490. A 10–90-year Lanczos band-pass filter was used. 63 

The correlation coefficients (r) are, from left to right, between SIC and LW_up, and SIC and 64 

SHF+LHF. The SD of each curve is also given in the respective color for each panel. The 65 

superscript “*” and “#” indicate the correlation (the SD difference) is statistically significant at 66 

the 5% and 10% levels, respectively, based on a resampling technique (a F-test) (see Methods). 67 

(c, d) Composite differences of the similarly-filtered DJF-mean LW_up + SHF + LHF 68 

anomalies (shading, positive upward, in W m-2) north of 50°N between years with low (local 69 

minimum smaller than –1 SD) and high (local maximum greater than +1 SD) Arctic SIC 70 

anomalies (i.e., low SIC years minus high SIC years) from the CESM1 (c) CTL and (d) 71 

CTL_FixedIce runs from years 11 to 490. The stippling in c and d indicates the difference is 72 

statistically significant at the 5% level based on a Student’s t-test.   73 
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 75 

ED Fig. 7. Filtered time series of the DJF-mean anomalies in SIC (black, in % of area; right y-76 

axis, increases downward) and LHF (positive upward; red, in W m-2; left y-axis) averaged over 77 

the Labrador Sea and Davis Strait (LSDS, defined in Fig. 1b), and the AMOC index (the same 78 

definition as in Fig. 5; blue line, in Sv; multiplied by 5 to use the same left y-axis) during years 79 

11–490 based on one 500-year pre-industrial control (piControl) simulation from seven CMIP5 80 

and CMIP6 models: (a) CCSM4, (b) CNRM-CM5, (c) GISS-E2-R, (d) MPI-ESM-LR, (e) 81 

CESM2-WACCM, (f) IPSL-CM6A-LR, and (g) MRI-ESM2-0. A 10–90-year Lanczos band-82 

pass filter was used. The peak correlation coefficients (r) are, from left to right, between SIC 83 

and AMOC and between SHF and AMOC at the lag in the parentheses during years 11–490. 84 

The SD of each curve is also given in the corresponding color for each panel. The superscript 85 

“*” (“#”) indicate the correlation is statistically significant at the 5% (10%) level based on a 86 

resampling technique (see Methods).   87 
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 90 

ED Fig. 8. The CTL_FixedIce-minus-CTL difference in the climatological DJF-mean (a) SIC 91 

(shading, in % of area) and SST (contours, in oC), (b) LHF (shading, positive upward, in W m-92 
2) and SSS (contours, in 0.1 psu), and (c) MLD (shading, in m) and RHO (contours, in 0.1 kg 93 

m-3) during years 1–500.   94 
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 97 

ED Fig. 9. Filtered time series of the DJF-mean anomalies (with the forced signal removed) in 98 

SIC (black solid, in % of area, sign reversed; right y-axis), E–P (red solid, in cm year-1, left y-99 

axis), LHF (positive upward; blue solid, in W m-2, left y-axis), SSS (purple solid, in psu, 100 

multiplied by 30 and shifted downward by 9 to use the same right y-axis), and RHO (green 101 

solid, in kg m-3, multiplied by 50 and shifted downward by 18 to use the same left y-axis) 102 

averaged over the Labrador Sea and Davis Strait (defined in Fig. 1b), and the AMOC index 103 

(the same definition as in Fig. 5; orange dashed, in Sv, multiplied by 10 and shifted downward 104 

by 18 to use the same left y-axis) from the CESM1 1%CO2 run during years 11–224. A 10–90-105 

year Lanczos band-pass filter was used. The correlation coefficient (r1) is between SIC and 106 

LHF, and r2 are the peak correlation coefficients, from left to right, between SIC and AMOC 107 

and between SHF and AMOC at the lag in the parentheses. The SD of each curve is given in 108 

the corresponding color, from left to right, is for years 11–150 and years 151–224. The 109 

superscript “*” and “#” indicate the correlation (the SD difference) is statistically significant at 110 

the 5% and 10% levels, respectively, based on a resampling technique (a F-test) (see Methods).   111 
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 114 
ED Fig. 10. (a–c) Composite differences of the 10–90-year band-pass filtered DJF-mean 115 

anomalies of (a) LHF (positive upward, in W m-2) and SSS (contours, in 0.1 psu), (b) MLD (in 116 

m), and (c) the 3–5-year lagged zonal-mean AMOC stream-function (shading, in Sv) between 117 

years with high (local maximum greater than +0.5 SD) and low (local minimum smaller than –118 

0.5 SD) LHF (i.e., high LHF years minus low LHF years) over the Labrador Sea and Davis 119 

Strait (outlined in a, b as in Fig. 1b) averaged over seven CMIP5 and CMIP6 models (except 120 

five models for MLD; see Table S1 for data availability) during 1920–2019 with the forced 121 

signal removed (see Methods). Note that the ±0.5SD range was used here for a reasonable 122 

sample size. (d–f) Same as (a–c) but for 2190–2289. A nine-point spatial smoothing was also 123 

applied in all panels. Only positive values are plotted in c and f for clarity as negative values 124 

are small and insignificant. The stippling indicates that at least 5 out of 7 (3 out of 5 for MLD) 125 

models agree on the sign of change.   126 
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