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ABSTRACT

The rate of precipitation increase with elevation, termed the orographic precipitation gradient (OPG), is critically important for hydrologic forecasting in mountain basins that receive both rain and snow. Here, the following are examined to see how well they are able to predict the OPG and how it changes between storms and years: 1) a linear model of orographic precipitation forced by upstream radiosonde data, 2) monthly Parameter-Elevation Regressions on Independent Slopes Model (PRISM) precipitation data, and 3) seven years of hourly wind profiler data used to identify characteristics of the Sierra barrier jet (SBJ). These are compared against 124 daily resolution (four of which also had quality controlled, hourly resolution) precipitation gauge records in the northern Sierra Nevada. All methods represent the OPG well in the mean and during a year when less than 30% of the precipitation occurred on days with SBJS. However, the linear model and PRISM do not adequately capture annual variations in the OPG during years when more than 70% of the precipitation occurred on days with SBJS. Throughout all of the years, wind profiler data indicating the height of the SBJ provided additional, and necessary, information. The OPG is negatively correlated with the height of the SBJ. The SBJ height is lower, and hence, the OPG greater when the westerly winds are stronger, with more vertical wind shear. These westerly storms result in greater increases of precipitation with elevation, which act to increase snow storage in most storms but also to increase storm runoff during warmer-than-average storms.

1. Introduction

The northern Sierra Nevada is a 3000-m-high, north–south-oriented mountain range subject to prevailing westerly winds, which exerts strong control on both the magnitude and distribution of precipitation in the region (e.g., Parish 1982; Marwitz 1983; Heggli and Rauber 1988; Pandey et al. 1999; Jeton et al. 1996; Dettinger et al. 2004; Galewsky and Sobel 2005; Reeves et al. 2008; Smith et al. 2010). Each year the majority of precipitation in northern California falls between November and April. Winter rains, on occasion, result in catastrophic floods [e.g., January 1995, described in Miller and Kim (1996); or January 1997, described in Galewsky and Sobel (2005)], while winter snowfall is essential for summer water supplies (e.g., Jeton et al. 1996). Because northern California basins span both rain- and snow-dominated elevations, the rate of precipitation increases with elevation, called the orographic precipitation gradient.
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(OPG), is critically important (Dettinger et al. 2004; Lundquist et al. 2008). A greater OPG delivers a larger fraction of total precipitation as snow, which acts to delay the hydrograph, providing more runoff in the late summer and less in the winter (Dettinger et al. 2004). Thus, changes in OPGs may act to offset, or to exacerbate, projected climate change impacts for this region, such as more rain and less snow during the wet season (Knowles et al. 2006) and earlier snowmelt (Stewart et al. 2005).

The National Oceanic and Atmospheric Administration’s Hydrometeorological Test Bed (NOAA/HMT; Ralph et al. 2005) is a long-term national campaign designed to transition state-of-the-art research into National Weather Service (NWS) and River Forecast Center (RFC) operations and has focused on the northern Sierra Nevada since 2001 (Fig. 1). HMT has supported the unique observational dataset used in this study with the specific goal of accelerating research and development and enhancing the infusion of research into forecasting operations. Hydrologic forecasts generally rely on point measurements to estimate precipitation across an entire watershed. The translation from point to area is generally based on regression, using the historic record of precipitation and streamflow to determine the average relationship between a reference gauge, or gauges, and the basin area of interest. For example, the California Department of Water Resources (CADWR; more information available online at www.water.ca.gov) uses a regression equation relating 12 snow-pillow measurements to forecast summer runoff in the Feather River basin (a basin area of 5185 km², or 1 measurement per 432 km²), which supplies the largest reservoir for the California State Water Project. In the southern Sierra Nevada, where even fewer stations exist, streamflow
forecasts often rely on just one precipitation measurement per basin. This regression method works well so long as the actual spatial pattern of precipitation is similar to the mean spatial precipitation pattern. During periods when the spatial pattern of precipitation differs substantially from the long-term mean, large forecast errors can result.

This paper examines the average precipitation pattern and deviations from the long-term mean pattern for the northern Sierra Nevada for the period 2001 to 2007, during which a key HMT wind-profiler dataset from Chico was available, as were additional HMT observational datasets. These datasets allow us to investigate patterns of precipitation at high spatial and temporal resolution and to look at characteristics of the atmospheric flow that impinge on the mountains and act to modify precipitation patterns. First, we investigate how well variations in precipitation patterns can be represented using observations from Oakland soundings (Fig. 1) combined with an idealized linear model of orographic precipitation (Smith and Barstad 2004), as well as by a geostatistical model for interpolating between station observations [Parameter-Elevation Regressions on Independent Slopes Model (PRISM); Daly et al. 1994]. Second, we examine how processes not included in the idealized model, specifically blocking as characterized by the Sierra barrier jet (SBJ), relate to spatial patterns of precipitation. Finally, we discuss implications for basin hydrology. Throughout the paper, we discuss spatial patterns but particular emphasis is put on variations in precipitation accumulation with elevation, since this has the greatest impact on magnitudes of rain versus snow and, thus, on flood magnitudes and summer water supply stores (Dettinger et al. 2004).

2. Factors controlling precipitation patterns in the Sierra Nevada

Mountains modify weather systems by forcing air parcels to rise above or divert around them (see Smith 1979; Barros and Lettenmaier 1993; Roe 2005 for reviews). A saturated parcel of air will condense at a rate close to the rate of change of the saturated moisture content (e.g., Houze 1993; Roe 2005),

$$C = -\frac{\partial (\rho q_s) \partial z}{\partial t},$$  \hspace{1cm} (1)

where $C$ is the condensation rate, $\rho$ is the air density, $z$ is height, $t$ is time, and $q_s$ is the saturation-specific humidity. Assuming airflow is steady, uniform with height, and parallel to the topography at all heights, the change in air parcel height with time ($dz/dt$) is a function of the slope of the terrain and the velocity of the air impinging upon the slope. Therefore, integrating Eq. (1) from the surface to the top of the atmosphere and assuming all condensed droplets immediately fall out as precipitation, the resulting precipitation rate is proportional to the terrain-perpendicular moisture flux and the slope of the terrain over which the air parcel is forced, with a maximum accumulated precipitation over the steepest windward slopes (e.g., Smith 1979; Alpert 1986; Roe and Baker 2006). Models taking this approach are termed “slab models” because they assume that air flows as a uniform slab over the terrain.

Although numerous studies have used these basic assumptions to model precipitation distributions in mountain ranges (e.g., Sawyer 1956; Colton 1976; Rhea 1978; Alpert 1986; Pandey et al. 1999; Alpert and Shafir 1989; Sinclair 1994; Roe 2002; Smith and Barstad 2004), precipitation distributions are better represented by modeling the growth and downwind advection of hydrometeors, which has been accomplished in linear models with simple, tunable parameters (e.g., Barros and Lettenmaier 1993; Smith 2003; Smith and Barstad 2004, Roe and Baker 2006). Barros and Lettenmaier (1993) and Smith and Barstad (2004) also incorporated mountain wave dynamics, by allowing the vertical velocity to vary with altitude according to linear Boussinesq mountain wave theory (e.g., Queney 1947; Smith 1979, 2002). This addition allows the precipitation rates and structure to vary depending on how the moist static stability (Durrant and Klemp 1982) compares to the advection frequency. For narrow mountains, low stability, and/or strong winds, gravity waves dampen with height, and lifting occurs through a limited vertical extent. In these cases, maximum condensation rates are reduced, but still maximize over the windward slopes (Smith and Barstad 2004). For high stabilities, low wind speeds, and wide mountains, gravity waves propagate vertically and tilt upstream with height, resulting in lifting and condensation upwind of the mountains, and more precipitation at lower elevations. Thus, the latter case may result in a weaker OPG.

While the atmospheric stability can vary the OPG through linear wave dynamics, it can also be important for determining the extent of terrain blocking (Pierrehumbert and Wyman 1985), a processes not represented with linear dynamics (Smith and Barstad 2004). Blocking occurs when a stable air mass impinges upon a mountain, slows down, and is unable to surmount the barrier. Slower velocities weaken the Coriolis force, and the blocked airflow turns to the left of its direction of motion in the Northern Hemisphere, resulting in flow parallel to the mountain range (Reiter 1963; Shutts 1998; Petersen et al. 2005; Barry 2008). Along a north–south mountain barrier, with storms impinging from the west, this results in southerly
flow. The region of maximum terrain-parallel velocity in this layer of blocked flow is termed the barrier jet, which was first identified during the Sierra Cooperative Pilot Project (SCPP) experiment in northern California (Parish 1982; Fig. 2) and later described by Marwitz (1983), Smutz (1986), and Neiman et al. (2010), among others. Similar SBJ flows have been observed in many mountain ranges (e.g., Rocky Mountains, Dunn 1992; Alps, Rotunno and Ferretti 2001; California Coast Range, Neiman et al. 2002; Valdez–Cordova mountains of Alaska, Loescher et al. 2006), thus the understanding gained in the Sierra Nevada is applicable to many regions.

Hughes et al. (2009), focusing on Southern California, found that blocking was the main cause of precipitation patterns deviating from that predicted by a Smith and Barstad (2004) linear model. Leung and Ghan (1995, 1998) and Leung et al. (1996) parameterized blocking in their subgrid orographic precipitation scheme in hydroclimate simulations and found that their subgrid scheme improved overall model performance. In general, blocking is associated with increased precipitation upstream of the mountain range and decreased precipitation over the upper windward slope (Neiman et al. 2002; Colle 2004; Galewsky 2008), although forced ascent of the SBJ at the northern end of California’s Central Valley frequently results in enhanced precipitation in that area (Reeves et al. 2008).

Varying precipitation patterns may also arise from other mountain–storm interactions. For example, vertical wind shear may alter the mountain wave structure (e.g., Smith 1989; Colle and Mass 1998), generate turbulence and updraft cells (Houze and Medina 2005; Medina et al. 2005), and/or alter the microphysical time scales aloft (e.g., Jiang and Smith 2003). These processes, in turn, alter the precipitation distribution (Colle 2004). Based on idealized two-dimensional simulations with a mesoscale model, Colle (2004) found that increasing wind speeds with height (forward wind shear) moved the precipitation maximum closer to the crest, while backward wind shear shifted the precipitation maximum farther upstream (downslope) from the mountain crest.

Isolated regions of heavy precipitation also result from the convergence of adjacent air masses that interact differently with the topography. For instance, drier air may be blocked by a mountain range and diverted along the topography, while at the same time, a moister adjacent air mass may be accompanied by enough latent heat release to increase its buoyancy, allowing it to flow over the topography. Localized precipitation maxima can occur where these air masses converge (Rotunno and Ferretti 2001; Galewsky and Sobel 2005; Reeves et al. 2008).

Here, we seek to answer two primary questions related to variations in orographic precipitation gradients in the northern Sierra Nevada: 1) Can the salient patterns be explained by upstream airflow conditions as predicted by linear theory, or by monthly PRISM maps of precipitation? If so, at what aggregate time scale: multiyear average or annual? 2) How much more information do we gain by considering nonlinear dynamics, specifically, the SBJ structure, which can be observed with a vertical wind profiler? Section 3 describes the methods, data, and models used. Section 4 shows how a linear model of orographic precipitation and PRISM represent the mean well, but cannot adequately capture annual variations in the OPG. Section 5 demonstrates how the height of the SBJ relates to the OPG. Section 6 looks at hydrologic sensitivity; section 7 summarizes the results; and section 8 discusses possible explanations for these patterns.

3. Datasets and methods

a. Surface precipitation observations

Daily precipitation data were obtained from the California Department of Water Resources and cooperating agencies, who manage a network of 124 precipitation gauges in or near the Feather, Yuba, and American river basins (Fig. 1; data available at http://cedc.water.ca.gov). Low-elevation sites consisted of both tipping-bucket and accumulation reservoir gauges, while most high-elevation sites in the region were precipitation reservoir gauges with antifreeze. For finescale analysis, hourly data were obtained from four CADWR stations on the west slope of the study area from October 2001 to September 2007 (Table 1) and were carefully quality controlled by visual inspection.

Based on data availability, subsets of these data were ingested into the PRISM (available at http://www.prism.oregonstate.edu) to produce monthly quantitative precipitation estimation (QPE) maps for water years 2001 to 2007 at 4-km resolution (Daly et al. 1994, 2002, 2008).
Each water year contains the sum of all precipitation from 1 October of the prior year through 30 September. Average patterns over 1980 to 2007 were also examined and were similar to the shorter time period shown here. PRISM uses empirical relationships to account for the influence of elevation, rain shadows, and coastal proximity when interpolating between existing measurement stations. All available station data goes into creating PRISM long-term climate normals, but the monthly product uses climatology for interpolation at places and times with missing data (C. Daly 2009, personal communication).

b. Atmospheric observations: Radiosonde and wind profiler

Upper-air measurements of temperature, dewpoint temperature, wind speed, and wind direction were obtained from the National Weather Service radiosonde network site at Oakland, California (OAK; location shown in Fig. 1), at 0000 and 1200 UTC (0400 and 1600 PST) each day. This site is generally upwind of the study area and represents free-air conditions before the air encounters the topography of the Sierras.

The characterization and time series of SBJ parameters used here are described in detail in Neiman et al. (2010). Here we focus on data collected from 2 June 2000 to 7 May 2001 and from 11 November 2001 to 23 May 2007 using an all-weather 915-MHz radar wind profiler (e.g., Martner et al. 1993; Carter et al. 1995) located at Chico in the northern Central Valley at 41-m elevation (Fig. 1). The wind profiler analyses in Neiman et al. (2010) are based on a terrain-relative coordinate system, whereby the axes are rotated 20° counterclockwise from the cardinal directions (i.e., the positive V component of the flow aligns with the long axis of the Sierra Nevada from 160° to 340°). Objective barrier-jet criteria were applied to the hourly V-component profiles as follows. A relative maximum in V of at least 12 m s⁻¹ was required between the profiler’s second range gate (~200 m above ground) and 3 km MSL (i.e., below crest level). In addition, the V component must have decreased by more than 2 m s⁻¹ with increasing height somewhere between the core altitude of the SBJ and 3 km MSL. If more than one relative maximum were observed, the maximum with the greatest V was taken as the SBJ. An SBJ case was defined as a group of at least eight consecutive hourly wind profiles with SBJ attributes.

c. Linear model of orographic precipitation

To test how the bulk wind speed and direction, temperature and stability, along with the topography, affect the mean precipitation pattern and variations from the mean, we ran a model based on the linear theory (LT) model of orographic precipitation (Smith and Barstad 2004). The LT model, when properly calibrated, has performed well in many climatological applications (e.g., Smith et al. 2003; Barstad and Smith 2005; Anders et al. 2007; Crochet et al. 2007; Minder 2010). It solves for the steady-state condensation, advection, fallout, and evaporation of water occurring in vertically integrated atmospheric columns for a horizontally and vertically uniform airstream impinging on the mountain range. The LT model solves the linearized equations of motion for flow over topography (Smith 1979) and accounts for the finite times required 1) for cloud water to convert into precipitation and 2) for precipitation to fall to the ground. The model assumes stable stratification and saturated conditions. The model neglects potentially important processes, such as post-cold-frontal convective precipitation and terrain blocking.

The LT model was run (as in Minder 2010) by prescribing characteristic winds (speed and direction), stratification (moist stability, $N_0^2$), and low-level temperatures based on rawinsonde measurements collected at Oakland between water years 2000 and 2007. Conditions likely to correspond to mountain precipitation events were isolated by picking out “storm” soundings, defined as soundings in which the 1- to 3-km layer had an average relative humidity (RH) greater than 75%. The temperature forcing came from the average of the interpolated 100- to 200-m layers in the sounding, and wind and moist stability parameters were calculated from the 1- to 3-km layer (details in Minder 2010). Two microphysical time delay constants ($\tau_v$ and $\tau_f$, representing time scales for the conversion of cloud to precipitation and fallout, respectively) were each set to 2200 s. We examined time delay parameters ranging from 850 to 2800 s and found that the time delay primarily changed the curvature of precipitation versus elevation, with smaller delays greatly increasing precipitation at the lowest mountain elevations while decreasing precipitation at higher mountain elevations. We chose the time constant that resulted in a mean pattern of precipitation that best matched observations. The background precipitation rate (representative of precipitation generated directly by synoptic storms) was also tuned to match climatological precipitation observations (as in Minder 2010).

---

**Table 1. Hourly observation stations.**

<table>
<thead>
<tr>
<th>Station Name</th>
<th>Station ID</th>
<th>Elevation (m)</th>
<th>Latitude (°N)</th>
<th>Longitude (°W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bear River at Rollins Reservoir</td>
<td>BRE</td>
<td>593</td>
<td>39.1330</td>
<td>120.9530</td>
</tr>
<tr>
<td>Gold Lake</td>
<td>GOL</td>
<td>2057</td>
<td>39.6750</td>
<td>120.6150</td>
</tr>
<tr>
<td>Deer Creek</td>
<td>DRC</td>
<td>1358</td>
<td>39.3000</td>
<td>120.8250</td>
</tr>
<tr>
<td>Oroville Dam</td>
<td>ORO</td>
<td>274</td>
<td>39.5400</td>
<td>121.4930</td>
</tr>
</tbody>
</table>
d. Hydrologic model

To test the effects of precipitation distributions on basin hydrology, we developed a simple model of the Yuba River basin (outlined in Fig. 1). The basin was broken into 24 elevation bands from 200 to 2500 m, each spanning 100 m of elevation. Reference precipitation, taken as the average of precipitation at all stations below 200 m, was used to estimate precipitation across the basin for four different precipitation scenarios, which are described in section 6. For all scenarios, daily temperature was measured at Blue Canyon (Fig. 1; 1610-m elevation) and distributed to each elevation band using a moist adiabatic lapse rate of $-6.5^\circ C \text{ km}^{-1}$.

Daily temperature and precipitation in each elevation band were used to drive Snow-17 (Anderson 1973), a snow model used for operational weather forecasting. Snow-17 identifies precipitation as rain ($T > 1^\circ C$) or snow ($T < 1^\circ C$) and uses an energy-balance approach to accumulate or melt snow during rain-on-snow events and a degree-day approach to melt snow during nonrain events. Model outflow was the daily sum of liquid precipitation passing through the snowpack and snowmelt. At each elevation band, model outflow was first weighted by the total basin area within that elevation band, and then the sum of the weighted outflows from all elevation bands was fed through a linear reservoir model to derive streamflow. The linear reservoir model performs a convolution interval of the snow model outflow with a response function, $h/\Sigma h$, where $h = \exp(-0.0319t)$ and $t$ is computed in days from 1 to 18, following the formulation of Dooge (1973). The model is designed to illustrate how changes in precipitation distributions affect runoff in a mountain environment that spans both rain and snow elevation zones. Therefore, the model does not include any representation of evaporation, soil water storage, or other water losses, nor does it account for basin characteristics, aside from a snowpack, that might change runoff characteristics throughout the year.

4. Results: How well can linear theory and PRISM predict spatial precipitation patterns?

Dettinger et al. (2004) found that the greatest OPGs in the Sierras occurred when storms transported water vapor from a nearly westerly direction, as opposed to a southwesterly direction, which often resulted in greater total precipitation amounts. Dettinger et al. (2004) suggested that their observational results locally confirm linear models of precipitation, specifically models used by Rhea and Grant (1974) and Hay and McCabe (1998). Although the transport direction was the dominant variable, which can be explained with a simple upslope slab model, greater precipitation gradients were also associated with less stable airflows, a result not predicted by slab models.

Figure 3 presents spatial maps and elevation profiles (focused on the Yuba basin for the gridded datasets and on stations falling within the marked box for gauge data) of mean annual precipitation over water years 2001 to 2007. The median elevation profile for the 1980 to 2007 PRISM mean is also shown (dash–dot line) for reference. Compared to PRISM output and station observations, the LT model overestimates the mean annual precipitation in the northwest and southeast edges of the northern Sierra domain but otherwise represents the average spatial patterns of precipitation well. PRISM, gauge observations, and the LT model all show a precipitation maximum at middle elevations on the western slope, and the greatest precipitation magnitudes in the western portion of the Plumas National Forest (PNF; shown in Fig. 1) of the Feather River basin. On average, the LT model estimates 12% more precipitation in the basin than PRISM, with a greater degree of overestimation at lower elevations and a slight underestimation at the highest elevations. Both the LT model and PRISM exhibit patterns of increasing precipitation with elevation to approximately 1000 m (a region covering about 35% of the total watershed area) and then nearly constant precipitation from 1000 m to the basin ridgeline (2500 m). Above 1750 m, the LT model shows a slight decrease in precipitation as height increases. Typically, gauge observations of precipitation are less than either PRISM or the LT model, but this may be due to gauge undercatch. The gauge data have sparse coverage above 1100 m. Thus, the gauge data may indicate a linear increase in precipitation at all elevations, with increasing scatter at higher elevations, or an increase in precipitation to 1000 m, with no change but high variability above that elevation.

To further compare the model results with observations, hourly precipitation data at four stations (Table 1) were summed over the 12-h following each sounding used to force the LT model. The LT model was able to generally capture variations in the OPG associated with changes in westerly wind speed (Fig. 4a) and stability (Fig. 4b).

To examine how well the LT model and PRISM capture year-to-year variations in the OPG, the annual accumulated precipitation is plotted as a function of elevation (Fig. 5) for the boxed region in Fig. 3c. For PRISM and the LT model, only median values are shown for each elevation band. Based on visual inspection, the models all capture the year-to-year variation in precipitation, with fairly good agreement at the lowest elevations (Fig. 5). However, they represent the OPG much better in some years (e.g., 2001 and 2003) than in
others (e.g., 2002, 2006, and 2007). This suggests that processes other than those captured by the LT model have important influences on precipitation distributions, and these influences aggregate to the annual time scale.

5. Results: Influence of barrier jets on spatial precipitation patterns

One phenomenon absent from the LT model, but recognized as affecting Sierra precipitation patterns, is the SBJ (e.g., Marwitz 1983; Smutz 1986; Neiman et al. 2010). The potential importance of the SBJ depends on the percentage of total annual precipitation that occurs during the presence of an SBJ. Using hourly observations, Neiman et al. (2010) calculated the precipitation that fell during SBJ cases compared to during non-SBJ cases for three stations near the Chico, California, wind profiler and found that 55%, 56%, and 47% of the total precipitation at stations at elevations of 70, 488, and 1570 m, respectively, fell during recognized SBJ conditions. To expand over a greater region, we identified 43 stations within the bounding limits of 38.5° to 39.75°N and 121.7° to 120.4°W (chosen to isolate west-slope stations) for the period of 1 October 2000 to 30 September 2007, focusing on the months of October through May, as this was the period when the profiler was operational and SBJ information is available. However, because little precipitation falls in the warm season, the statistics did not change when total water-year precipitation was used instead. Start and stop times of observed SBJ cases were...
averaged to the nearest whole day, using local standard time.

Over the entire period, daily precipitation on days with an identified SBJ case made up approximately 64% of the total October to May measured precipitation, with a standard deviation of 9%. This daily derived value is larger than that tabulated by Neiman et al. (2010), who used hourly precipitation, because often substantial precipitation amounts occurred in the hours just after the end of the SBJ.

To examine the effect of daily resolution on these fractions, we obtained hourly precipitation records for four stations for the period of interest (Table 1). For these stations, only 30% ± 1% of the total precipitation accumulated during the hours of an SBJ, compared to 62% ± 1% that accumulated on the same day as an observed SBJ. The fraction of total annual precipitation that occurred during hours with SBJ conditions was generally about half of the fraction of annual precipitation.
The actual fraction of annual precipitation attributed to SBJ conditions depended on the resolution of the data examined; the interannual variations, that is, years with high versus low fractions of total precipitation attributable to SBJ-associated storms, were similar regardless of the time step examined (Fig. 6).

The water year ending in 2001 was anomalous compared to the others, with ~30% of the annual precipitation occurring on days when SBJs were observed (Fig. 6). In contrast, between 50% and 80% of the annual precipitation in water years 2002 to 2007 occurred on days with recognized SBJ conditions. The water years of 2002, 2004, and 2007 all had over 70% of precipitation occur on days with SBJs, and these same years had particularly large variations in the OPGs reported by PRISM, the LT model, and observations (Figs. 5c,e,h). Of the seven-year period examined, 2001 had the best agreement between the three data sources, suggesting that the LT model and PRISM may work best in years with limited influences from SBJ conditions.

Neiman et al. (2010) classified SBJs observed during the 2000–07 observation period as “strong versus weak velocity,” “long versus short duration,” and “high versus low altitude,” with all terms referring to the jet’s core wind speed directed from 160° to 340° (i.e., parallel to the mountain range). We examined precipitation distributions in all of these cases and found that while the strong and long SBJs had considerably more precipitation magnitude than the weak and short SBJs, the patterns of precipitation distribution were remarkably similar between the two categories (not shown). In contrast, the altitude of the SBJ exerted a strong control on precipitation patterns. Therefore, the following examines the altitude of the SBJ relative to precipitation patterns.

High SBJs were classified as those with core altitudes greater than 1200 m, and low SBJs as those with core altitudes less than 700 m. These altitude cutoffs were selected such that the identified high- and low-altitude SBJs each made up about one-third of the total SBJ-associated precipitation, with the remaining third in the middle. Figure 7 illustrates the mean precipitation measured at all gauges within the domain on days with low and high SBJs. The low-elevation stations of the Central Valley (southwest corner of the domain) exhibit little variation between the SBJ types. Thus, any precipitation map based on weights relative to these low-elevation stations would predict similar rates of precipitation across the domain. However, the daily precipitation rates at higher elevations are approximately twice as large during low SBJs (Fig. 7a) than during high SBJs (Fig. 7b). This precipitation increase is correlated with elevation and focused on the west slopes of the Sierra Nevada to the southeast of the Chico profiler. To further analyze this pattern, we selected the subset of stations shown in the box drawn on Fig. 7. This subset excludes stations in the rain shadow of the Sierra crest and focuses on the region where the Sierra topography is simplest, essentially a slab increasing in elevation from southwest to northeast. This box defines the same 43 stations used for the statistics in Fig. 6.

Using this subset of stations, we analyzed the precipitation as a function of elevation, because of the importance of elevational patterns for hydrology. Because precipitation at higher elevations is generally determined relative to a reference precipitation at low altitude, $P_0$ is defined as the reference precipitation rate, which is taken as the average of the eight stations in the domain at elevations less than 200 m.

$$P(z) = P_0 + \alpha P_0 z, \quad \text{or} \quad \frac{P(z)}{P_0} = 1 + \alpha z, \quad (2)$$

where $z$ is elevation, and $\alpha$ is a measure of the OPG. For all days with greater than 5 mm mean regional precipitation, $\alpha = 1.5 \text{ km}^{-1}$ (Fig. 8a), and for all days with an SBJ, $\alpha = 1.6 \text{ km}^{-1}$ (Fig. 8b). These values are similar to PRISM and the annual averages shown in Fig. 3. However, the OPG differs between high- and low-SBJ days, ranging from $\alpha = 1.1 \text{ km}^{-1}$ (Fig. 8c) to $\alpha = 2.2 \text{ km}^{-1}$ (Fig. 8d), with the largest differences observed at stations...
above 1000 m. To test the statistical significance of this OPG difference, we assembled 1000 sets of 56 days, (the smallest subset used in Fig. 8), chosen randomly from the 424 days with greater than 5 mm of region-mean precipitation. For the mean precipitation versus altitude of each set, $\alpha$ [as defined in Eq. (2)] was calculated, and we found $\alpha$ to be near-normally distributed, with a mean of 1.5 km$^{-1}$ and standard deviation of 0.2 km$^{-1}$. Of the 1000 sets, 3.7% had $\alpha < 1.1$ km$^{-1}$, and 0.6% had $\alpha > 2.2$ km$^{-1}$. This was repeated for the four hourly precipitation stations detailed in Table 1, using a cutoff of 0.2 mm h$^{-1}$ mean precipitation and the hourly start and stop times of the SBJs. The distribution with height was similar to the daily analysis (Fig. 8). Thus, it is unlikely that the differences in OPG between SBJ classes occur by random chance.

To test whether the OPG varies smoothly with SBJ height or in a threshold fashion, we binned the SBJ events into nine classes based on the mean SBJ elevation and calculated $\alpha$ for each (Fig. 9). While the best-fit values of the OPG show a near-linear decrease with SBJ height, 95%-confidence intervals in estimates of the OPG show that the OPG is only statistically different between events with SBJ heights greater than 1200 m and those with SBJ heights less than 1000 m. The greatest OPGs occurred for SBJ heights less than 400 m; however, because the sample size is 2 days, more samples would be needed to verify that this is generally the case.

The enhanced OPG in the 2007 observational annual precipitation data in Fig. 5h is consistent with the observation that a larger fraction of total annual precipitation that year was associated with low SBJs (Fig. 6). Similarly, 2004 had a larger fraction of annual precipitation occurring during high SBJs, and the OPG was less than would be expected according to climatology or PRISM (Fig. 5e). While the 7-yr dataset is too short to draw statistically significant conclusions, the observations in 2004 and 2007 suggest that SBJ-related variations in precipitation distributions can aggregate to annual values.

6. Implications for hydrology: Case study of water years 2006 and 2007

In the Sierra Nevada, the amount of rain contributing to a flood or snow being stored for summer runoff depends critically on both temperature (i.e., the elevation where snow changes to rain) and the OPG (i.e., how much precipitation falls both above and below that elevation). Based on results shown so far, the SBJ height is correlated with the OPG. To test the effect that temperature and precipitation distributions have on basin hydrology, we ran a simple hydrologic model, detailed in section 3d, which includes rain and snow, explicitly representing precipitation and temperature variations with elevation. Precipitation was distributed according to four different scenarios: 1) climatology; that is, the average OPG: $\alpha = 1.5$ km$^{-1}$ (Fig. 8a); 2) high-altitude SBJ: $\alpha = 1.1$ km$^{-1}$ (Fig. 8c); 3) low-altitude SBJ: $\alpha = 2.2$ km$^{-1}$ (Fig. 8d); and 4) precipitation distribution varies each day: on days when a high- or low-altitude SBJ is observed at Chico, precipitation is distributed as described in scenario 2 or 3, respectively. When neither is observed, precipitation is distributed according to climatology, scenario 1.

Hydrologic model simulations were run for water years 2006 and 2007 (Fig. 10). Water year 2006 was examined because it contained a hydrologically important and well-documented flood event (Galewsky and
Sobel 2005; Reeves et al. 2008; Smith et al. 2010) with warm temperatures and a low-altitude SBJ on 31 December 2005. In addition to the flood, water year 2006 was characterized by a smaller percentage of precipitation at high elevations than average (Fig. 5g). Water year 2007 (Figs. 5h, 6) was examined because it contained a higher percentage of low-altitude SBJs than average, most occurring during cold storms, resulting in a greater fraction of total precipitation deposited at higher elevations, in the snow zone.

The streamflow appears most sensitive to the precipitation distribution during large, warm rainfall events, such as near New Year’s 2006 (Figs. 10a,b). Heavy Sierra rainfall is often associated with low-altitude SBJs, which place greater amounts of precipitation at high altitudes. When these events are also warm, as in the New Year’s 2006 event, the high-altitude precipitation falls as rain and contributes to runoff, resulting in greater flood peaks than would be expected without the additional orographic enhancement.

Variations in the late-spring and summer snowmelt part of the hydrograph depend on the precipitation distributions during storms cold enough to bring snow. In water year 2006, the simulation with all low-SBJ distributions, with a greater fraction of precipitation at high elevations, accumulated more snow than the simulation with all high-SBJ distributions. This high elevation snow took longer to melt, resulting in simulated streamflow dropping below 5 m$^3$ s$^{-1}$, an arbitrary benchmark to represent snow disappearance, 29 days later in the all low-SBJ case than the all high-SBJ distribution. However, when precipitation was distributed by SBJ, on a case-by-case...
basis, the spring snowmelt timing was only 1 day later than climatology because the higher and lower OPGs balanced each other.

In water year 2007 (Figs. 10c,d), the winter was dry, and spring was warm, such that little snowpack accumulated, and what did accumulate melted early. As in 2006, the low-SBJ-distribution case had greater spring flows from its greater snowpack than the high-SBJ case, but the magnitude of this difference was smaller in 2007 (23 days later for all-low-SBJ flow to drop below 5 m$^3$ s$^{-1}$) than 2006, because overall it was a drier year. Because 40% of the total precipitation fell on low-SBJ days in 2007, compared to only 10% falling on high-SBJ days (Fig. 6), these two patterns did not completely cancel out in the case-by-case simulation (Fig. 10d). In this case-by-case simulation, simulated streamflow dropped below 5 m$^3$ s$^{-1}$ four days later than was predicted by climatology.

7. Summary

In regions with water resources dependent on a snowpack (e.g., California), the location and, particularly, the elevation of the deposited snow determines when the snow will melt and the availability of late-summer runoff. Forecasting for water resources relies on statistical relationships between a few point measurements and total basin runoff. These forecasts assume that the spatial relationships are time invariant; that is, the precipitation pattern is the same year after year.

In northern California’s Sierra Nevada, spatial storm-by-storm variations, even when aggregated to an annual time scale, cannot be adequately explained by an idealized model of orographic precipitation (Smith and Barstad 2004; LT model) or by monthly PRISM maps of interpolated precipitation. As illustrated in Figs. 7 and 8, variations in the height of a southerly SBJ of wind flowing parallel to the mountain range are associated with changes in the orographic precipitation gradient. The SBJ is not represented in the LT model, and because it often results in patterns that differ from climatology, it is not well-represented in PRISM. The lack of SBJ activity in water year 2001 coincides with a year when the LT model and PRISM best match the patterns of observed precipitation (Fig. 5b), whereas years with over 70% of precipitation falling on days with SBJs (e.g., 2002, 2004, and 2007; Figs. 5, 6) have the worst fit between a linear model, PRISM, and observations. Although seven years is a short time period to draw definite conclusions, this study suggests that SBJ activity may be a primary cause of precipitation patterns deviating from those estimated by an idealized model or PRISM.

We extended the work of Neiman et al. (2010) by examining the spatial patterns of precipitation associated with storms leading to 1) low (altitude < 700 m) and 2) high (altitude > 1200 m) SBJs. Compared to high SBJs, low SBJs are characterized by heavier mountain rain rates and a steeper rate of increase in precipitation with elevation, placing greater relative amounts of precipitation in basin headwaters. In terms of hydrology, the enhanced precipitation increase with elevation is most noticeable in warm storms with low SBJs, such as the New Year’s flood of 2006, when heavy precipitation falling at high elevations resulted in more flood runoff than would be predicted by a climatological precipitation distribution. Years with the majority of precipitation falling during low SBJs, such as 2007, would be expected to have a greater fraction of total precipitation falling as snow, and hence, later runoff. The magnitude of this effect depends on the total amount of snow (a wetter year would have a greater relative delay) and the rapidity of spring melt (a cooler spring would have a greater relative delay). In most years, as in 2006, a similar fraction of high- and low-SBJ storms over the year result in spring and summer runoff similar to that predicted using a climatological precipitation pattern.

8. Discussion and conclusions

While our results show that the LT model is able to represent the general effects of wind speed and stability on the OPG through its representation of linear mountain wave dynamics (see Fig. 4), our results also show
that the model is unable to capture the large OPG variability that is related to SBJ height (see Fig. 5). The failure of the LT model to capture these variations may be related to its inability to represent the effects of nonlinear airflow dynamics that lead to blocking and support SBJ formation (e.g., Hughes et al. 2009). Previous studies have shown that increased blocking leads to a reduction in the OPG by reducing precipitation over
windward slopes and enhancing it well upwind of mountains (e.g., Rotunno and Ferretti 2001; Neiman et al. 2002; Medina and Houze 2003; Galewsky 2008). Insomuch as the SBJ height is an indicator of the extent of blocking, our results broadly agree with these findings. However, these studies have found the extent of blocking, and hence the OPG, to be well characterized by the upstream value of the nondimensional parameter $U/N_mH$, which is the ratio of cross-barrier wind speed ($U$) to the buoyancy ($N_m$) times the mountain height ($H$). Yet, as shown in Neiman et al. (2010), although all SBJs have upstream $U/N_mH$ values that would indicate blocked flow, these values are not significantly different for high- versus low-altitude SBJs. Thus, previous results on how upwind conditions modulate blocking and the OPG relate poorly to our findings.

Neiman et al. (2010) showed that low SBJs are associated with much greater vertical shear in the cross-mountain wind than high SBJs. Thus, shear may be another atmospheric parameter that is important in explaining our results. Studies that focus on $U/N_mH$ often vertically average the observed wind profile (e.g., Hughes et al. 2009) or rely on simulations with vertically uniform winds (e.g., Jiang 2003; Galewsky 2008), thereby discounting the role of shear. However, variations in shear, independent of variations in the vertically averaged winds, may alter the pattern of mountain wave ascent or airflow blocking in ways that affect the OPG (e.g., Colle 2004). Furthermore, strong wind shear also leads to turbulence and overturning cells above the top of the SBJ, which may promote hydrometeor growth, enhance precipitation over the windward slopes, and affect the OPG (e.g., Houze and Medina 2005; Medina et al. 2005). To better understand the interaction of these effects, future studies should focus on the role of shear in the development of SBJs and the shaping of orographic precipitation patterns.

Both PRISM and a linear model are able to explain the mean OPG and some, but not all, of the variations of the OPG in the northern Sierra. Thus, a full mesoscale model with the ability to accurately represent SBJ characteristics and associated circulations, such as that used by Reeves et al. (2008), is likely required to capture variations in the OPG in this region. However, if turbulence (as in Medina et al. 2005) is the primary mechanism responsible for these patterns, even a full mesoscale model may not be able to represent the small-scale processes involved.

While the altitude of the SBJ is not correlated with freezing level, our results also imply that studies of how long-term climate shifts impact the hydrology of this region need to examine changes in the frequency of storm types that result in high versus low SBJs, as the resulting OPG changes will impact flood magnitudes during warm, wet storms and change how precipitation is distributed with elevation and hence, as rain versus snow.
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