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Abstract

On the Climatology of Orographic Precipitation in the Mid-Latitudes

Justin R. Minder

Co-Chairs of the Supervisory Committee:
Professor Dale R. Durran

Department of Atmospheric Sciences

Professor Gerard H. Roe
Department of Earth and Space Science

For mountainous regions, and regions downstream, the climatology of mid-latitude oro-

graphic precipitation determines the susceptibility to hazards such as flooding and land-

slides while also cotrolling the volume and timing of streamflow and fresh water resources.

However, due to modeling and observational challenges, many aspects of the climatology

of mountain precipitation remain poorly understood. This thesis uses a synthesis of nu-

merical models, theory, and field observations, loosely focused on the Cascade and Olympic

Mountains of western North America, to investigate in detail a number of general aspects

of mid-attitude orographic precipitation.

First, the climatology of ridge-valley scale precipitation patterns is investigated by anal-

ysis of several years of data from the Olympic Mountains, both from archived operational

mesoscale numerical model forecasts and a special dense observing network of precipitation

gauges. By simulating and analyzing case studies, the physical processes responsible for

the mean pattern and variations in the pattern are diagnosed. Large (> 50%) enhance-

ment of precipitation over ridges relative to valleys a few kilometers away is found to be a

very robust feature of the region’s climate, and the climatological patterns are surprisingly

well-simulated by a mesoscale model (despite frequent errors for individual storms).

The impact of large climatological gradients in mountain precipitation, such as those





found in the Olympic mountains, on patterns of landslide susceptibility is also investigated.

This is accomplished using an idealized model of shallow landslides, forced by the climatol-

ogy developed from mesoscale model forecasts. Results suggest that small-scale maxima in

climatological precipitation may play an important role in making certain regions more sus-

ceptible to slope failure. Furthermore, the use of unadjusted lowland precipitation data to

characterize conditions on nearby mountain slopes may lead to a substantial underestimate

of landslide hazard.

Next, the controls on the sensitivity of mountain snowpack accumulation to climate

warming are investigated using two idealized physically based models. Results suggest that

the relationship between the climatological melting-level distribution and the topography is

the principle control on the sensitivity of snowpack accumulation to climate warming. It is

also shown that, while thermodynamically driven increases in precipitation with warming

may moderate the loss of snowfall somewhat, for large amounts of warming increases in

precipitation become unimportant, as the loss of accumulation area is too substantial.

Finally, the physical mechanisms acting on the mesoscale to control the mountainside

snow line are investigated. On the mountainside, the snow line is often located at an ele-

vation hundreds of meters different from its elevation in the free air upwind. The processes

responsible for this behavior are examined in semi-idealized simulations with a mesoscale

numerical weather prediction model. Spatial variations in latent cooling from melting pre-

cipitation, adiabatic cooling from vertical motion, and the melting distance of frozen hy-

drometeors are all shown to make important contributions. The relative importance of these

processes depends on properties of the incoming flow and terrain geometry. Results suggest

an increased depression of the snow line below the upstream 0◦C level with increasing tem-

perature, a relationship that, if present in nature, could act to buffer mountain hydroclimate

against the impacts of climate warming.
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Chapter 1

INTRODUCTION

1.1 Motivation

The climatology of orographic precipitation — precipitation that has been generated or

modified by topography — strongly affects both natural and human systems in and around

mountainous regions. It is well established that major mountain ranges extract moisture

from the prevailing winds, in the form of precipitation, as air is lifted over the terrain.

This provides water for the growth of vegetation and human settlements on the windward

slopes, while downwind regions are deprived of water. This is the most familiar scenario,

however many other climatological patterns and impacts also occur. For instance, mean

precipitation may be enhanced well upwind, along the crest, or even in the lee of topographic

barriers. Also, robust climatological patterns exist not just on the scale of entire ranges;

individual ridges and valleys can control rain and snowfall patterns down to scales of just

a few kilometers. Furthermore, prevailing winds are not required for strong topographic

controls on rainfall climatologies; mountains can play a central role in initiating airmass

convection by acting as elevated heat sources. Reviews in Smith (1979); Banta (1990);

Houze (1993); Roe (2005); and Smith (2006) cover the wide range of possible orographic

precipitation patterns and mechanisms that have been identified.

The climatology of orographic precipitation is the statistics (including the mean, variabil-

ity, and extremes) of a long-term distribution of precipitation amount and type occurring

at various space and time scales. Different aspects of the climatology are important for

different natural and human systems. For instance, climatological extremes in hourly to

weekly orographic rainfall and snowfall determine the susceptibility of regions to natural

hazards such as landslides, avalanches, and flooding (e.g., Caine, 1980; Conway and Ray-

mond, 1993; Javier et al., 2007). At longer timescales the mean and year-to-year variability

of wintertime frozen precipitation is crucial in many regions because the annual melting of
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mountain snowpacks provides water resources in dry summer months (e.g., Serreze et al.,

1999; Barnett et al., 2005). Over still longer timescales, the runoff and landslides caused

by orographic precipitation act to erode the topography itself, and precipitation patterns

that are robust over very long time scales may exert significant control on how the form

of a mountain range evolves (e.g., Stolar et al., 2007; Anders et al., 2008). Understand-

ing these and other impacts of orographic precipitation requires both an understanding of

climatological distributions and the responsible physical mechanisms.

1.2 Challenges

The study of orographic precipitation is often hampered by sparsity of observations, hard to

measure mixed precipitation, small spatial scales of variability, remoteness, and radar beam

blockage by terrain. When attempting to study the climatology of mountain precipitation

these challenges grow larger. For example, observational datasets suitable for detailed cli-

mate studies seldom exist. In the western US the most extensive networks of mountain

stations — Remote Automated Weather Stations (RAWS,http://www.fs.fed.us/raws/) and

Snowpack Telemetry (SNOTEL,http://www.wcc.nrcs.usda.gov/snow/)— have been collect-

ing data only for a few decades at most. Furthermore, these stations are narrowly engineered

for specific applications (monitoring fire hazard and water resources respectively) and thus

the quality and availability of the data can be poor for seasons and variables not important

to these purposes.

One strategy for achieving better observational data over mountains has been to under-

take intensive field campaigns during which aircraft and state of the art instrumentation

are deployed (e.g., Bougeault et al., 2001). While the data from these campaigns are invalu-

able, they are only of limited use for climatological studies since they typically cover just a

few weeks, and thus sample a modest portion of the climatological distribution of weather.

Numerical models are a core tool in studies of climate, particularly Global Climate Mod-

els (GCMs). Unfortunately the finest resolution GCMs used for the 4th IPCC assessment

report have effective grid scales of about 1 degree (Randall et al., 2006), too coarse to ade-

quately resolve even some of the largest mountain ranges on the planet (such as the Andes).

Since global simulations at scales that resolve mountain weather (and other mesoscale phe-
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nomena) are not practical, regional climate models (RCMs) — complete dynamical models

run over a limited domain with a horizontal resolutions of 10’s of kms or less, supplied

with boundary conditions from global models — have become important tools for studies

of mountain climate. Still, challenges remain since the dominant scales of atmospheric vari-

ability over complex mountainous terrain can be on the order of a few kilometers, a scale

that is still too fine for extensive RCM simulations to be practical, and results from RCM’s

can be strongly sensitive to how subgridscale physical processes are parameterized.

1.3 Previous work

Most advances in understanding the climatology of orographic precipitation have occurred

when new methods, tools, and datasets have appeared, allowing researchers to overcome

some of the above-mentioned challenges. Early work largely focused on characterizing the

distribution of mountain precipitation and relating it to synoptic conditions (e.g., prevailing

winds) or precipitation type (e.g., convective versus stratiform). Much of this pioneering

work used rain gauges, and the development of dense networks of simple and inexpensive

gauges was key to providing sufficient spatial resolution (e.g., Bergeron, 1960, 1968; Wil-

son and Atwater, 1972; Huff et al., 1975). Among the most interesting results of these

early gauge-based studies was the realization that topography can control precipitation at

surprisingly small spatial scales. This realization lead to development of the seeder-feeder

conceptual model for orographic enhancement of precipitation (Bergeron, 1960, 1968). Later

on, the development of remote sensing with ground-based radar and satellites lead to further

advances as these technologies were able to provide high spatial and temporal resolution

data in regions with sparse observations, data that were particularly useful for identifying

topographic controls on summertime convection (e.g., Kuo and Orville, 1973; Biswas and

Jayaweera, 1976).

The past decade or so has seen substantial activity and progress in climatological stud-

ies of orographic precipitation. A number of advances were due to new datasets of surface

observations. These include both new syntheses of existing observations that have pro-

duced high-resolution gridded datasets (e.g., Frei and Schär, 1998; Daly et al., 2002), and

analysis of data from relatively new networks (e.g., SNOTEL (Serreze et al., 1999, 2001)).
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Advances in remote sensing have also been important, yielding climatologies from ground-

based Doppler radars (e.g., Houze et al., 2001; James and Houze, 2005), and satellite-borne

radars (e.g, the Tropical Rainfall Measuring Mission (Anders et al., 2006; Giovannettone

and Barros, 2009)). Finally, long-term field campaigns, wherein intensive observations are

taken over the course of several years, have created very detailed datasets of sufficient length

to be useful for climate-related questions. A prime example of this is the Hydrometeorlog-

ical Testbed (HMT) deployment in the northern Sierra Nevada and Coastal mountains of

California where an extensive network of radar profilers, GPS integrated water vapor sen-

sors, precipitation gauges, temperature sensors, distrometers, and stream gauges have been

deployed every winter since 2005-2006 (e.g., Ralph et al. (2005), http://hmt.noaa.gov/),

and built off of the previous PACJET and CALJET field campaigns. Extended HMT ob-

servations have helped give climatological perspective on: the importance of narrow jets of

moisture flux for intense mountain precipitation (e.g., Neiman et al., 2002), the importance

of “nonbrightband” rain (e.g., Neiman et al., 2005), the relationship of barrier jet winds to

variations in the precipitation pattern over the Sierra (Neiman et al., 2010; Lundquist et al.,

2010), and the mesoscale structure of the snow line (Lundquist et al., 2008; Kingsmill et al.,

2008).

Advances in numerical modeling have also aided recent progress. The development

of mesoscale models that are high-resolution, non-hydrostatic, and include sophisticated

physical parameterizations (all made possible by advances in computing resources) has

been key. Using these as RCMs to simulate regional climate over the past decades has

been useful for better understanding mountain climates and their variability (e.g., Leung

et al., 2003a,b). Additionally, using RCMs to make projections of future climate change

has been useful for assessing climate impacts and for identifying mesoscale responses to

climate change in mountainous regions (e.g., Giorgi et al., 1997; Leung et al., 2004; Salathé

et al., 2008). However, it appears that the vast majority of RCM simulations are still run at

too coarse of a resolution to accurately simulate the climatology of a number of important

processes such as summertime convective storms (e.g., Hohenegger et al., 2008). Mesoscale

models have also been used to study the climatology of mountain precipitation by simulating

moist flow over idealized topography. This has been done both with experiments exploring



5

wide ranges of parameter space (e.g., Colle, 2004), and with experiments focused on testing

hypotheses arising from climatological observations (e.g., Zängl, 2008). Such simulations

have been useful for identifying the mechanisms that act to shape orographic precipitation

over the wide range of storm conditions that determine a climatology.

Finally, the development of idealized models and theories has also proven useful. For

instance, the Linear Theory (LT) model of Smith and Barstad (2004) is a simple and efficient

physically based model that incorporates most of the fundamental processes controlling

orographic precipitation during stably-stratified unblocked flow. For instance, the model’s

speed has made it a useful tool for simulating climatological precipitation at high spatial

resolution and over long time scales (e.g., Anders et al., 2008; Schuler et al., 2008).

1.4 An example: The Olympic and Cascade mountains

The studies in this thesis aim to draw general conclusions about the climatology of mountain

precipitation. However, they do so largely by considering specific mountains. Throughout

the following chapters the Olympic and Cascade mountains (Figure 1.1a), or idealizations

thereof, are used as illustrative climatological case studies. These mountains reside on the

west coast of North America in the mid-latitudes (∼ 47◦N). The Cascades are a linear

range oriented in the north-south direction, with mean crest elevation around 2 km, but

with several volcanic peaks rising above 3 km. The Olympic mountains are a coastal range

that is dome shaped, and rises to a maximum elevation of 2.4 km. Both ranges are deeply

incised by river valleys that have created numerous ridges and valleys roughly 10-20 km in

width and 0.5 km in relief.

Annual mean precipitation in the Olympics and Cascades is dominated by rain and

snowfall events associated with mid-latitude cyclones of the Pacific storm track from Oct-

Apr. The synoptic-scale flow during these storms is relatively simple compared to other

mountain ranges due to the location of the Olympics and Cascades downwind of the a large

expanse of open ocean. Orographic precipitation processes during these storms change as a

function of storm sector (e.g., Hobbs, 1978; Medina et al., 2007). Warm sector and frontal

precipitation occurring during steady neutral-to-stably stratified flow from the southwest

sector provides much of the annual accumulation. The most extreme precipitation intensities
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Figure 1.1: (overleaf) Topography and precipitation for the Olympic and Cascade Mountains

of the northwestern Washington, USA (From Minder and Roe (2010)). (a) shows elevation in

grayscale (black corresponds to 3.5 km) and the location of regularly reporting precipitation

gauges located above 150 m elevation (white dots).(b)-(d) shows precipitation from October

2000 to September 2007 in gray shading, and smoothed contours of elevation every 250 m.

(b) is from the PRISM analysis of gauge observations (Daly et al., 2008). (c) is from the

operational MM5 numerical weather predictions (e.g., Minder et al., 2008). (d) is from the

LT model of (Smith and Barstad, 2004) forced with data taken from atmospheric soundings

at KUIL (shown in (a)). (e) compares the observed (gray) and MM5 (black) precipitation

for a gauge transect in the southwestern Olympics (location shown with white line in (c))

for the winter of 2004-2005. The topographic profile (peak elevation of 800 m) is shaded

(modified from Minder et al., 2008).
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in the region occur when narrow bands of intense water vapor flux preceding cold fronts,

so called “atmospheric rivers”, impinge against the terrain (e.g., Neiman et al., 2008).

Intense convective precipitation can occur in the lee (to the east) of the Olympics after

the passage of surface cold fronts, due to the convergence of winds diverted around the

range (Mass, 1981). During wintertime storms the 0◦C isotherm and the rain-snow line

typically occur at mid-elevations, around 1000 m, on the Cascades and Olympics, but there

is large variability, with snow sometimes extending to sea level and rain sometimes reaching

the highest peaks. Year-to-year variability in wet-season precipitation over the Olympics

and Cascades is quite large; standard deviations are about 16% of the mean for precipitation,

and 34% for snowfall (Serreze et al., 1999). This innerannual variability is related, in part,

to hemispheric patterns of climate variability such as El Nino Southern Oscillation, and the

Pacific Decadal Oscillation.

A rich body of data and literature exists that gives insight into precipitation patterns

and processes in the region. Twice-daily atmospheric soundings, taken from Quillayute

(KUIL) on the coast (Figure 1.1a), have been characterizing the flow approaching from

the Pacific since 1966. Intensive observations from aircraft and radars during numerous

field campaigns (e.g., CASCADE (Hobbs et al., 1971), CYCLES (Hobbs, 1978), COAST

(Bond et al., 1997), and IMPROVE (Stoelinga et al., 2003)) detailed the airflow, thermo-

dynamics, and microphysics associated with storms in the region, and illuminated many of

the important processes controlling the orographic precipitation distribution. Operational

mesoscale numerical weather prediction (NWP) model forecasts have been run at 4 km

horizontal resolution over both the Olympics and the Cascades since 1999 ((Mass et al.,

2003),www.atmos.washington.edu/mm5rt/), providing output that allows for the construc-

tion of detailed model-based climatologies of precipitation patterns and processes. Long-

term climatological observations of mountain precipitation in the region come from a variety

of networks, mainly: the Cooperative Observer Program (COOP), RAWS, and SNOTEL).

To objectively analyze these point observations into gridded maps the Parameter Regres-

sion on Independent Slopes Model (PRISM, (Daly et al., 2008)) is often used. The best

observations of mountain snow in the region measure accumulated snow water equivalent

(SWE). Daily measurements for the past few decades come from SNOTEL, while manual
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measurements back to 1950 come from snow-course measurements, and indirect measure-

ments of basin integrated SWE derived from streamflow extend the record back to 1930.

These SWE record have been used to characterize trends and variability in the region’s

mountain snowpack and investigate their physical causes (e.g., Serreze et al., 1999, 2001;

Hamlet et al., 2005; Mote et al., 2005; Mote, 2006; Mote et al., 2008; Casola et al., 2009;

Stoelinga et al., 2009).

Figure 1.1 gives an overview the annual mean precipitation over both the Olympics

and Cascades using several of the main datasets and models used in this study. Regularly

reporting precipitation gauges are shown in Figure 1.1a. Many stations exist, but they

are distributed largely in the foothills and valleys of the mountains, leaving large regions

unsampled and providing insufficient coverage to characterize variations on the scale of

ridges and valleys.

Analysis of data from these stations using the PRISM algorithm is shown in Figure 1.1b.

Apparent in this panel are the dramatic variations in annual precipitation that occur across

the ranges. The southwestern slopes of the Olympics and the western slopes of the Cascades

receive upward of 4 m yr−1 accumulated precipitation as they force impinging winds during

storms to rise, expand, and cool. To the lee of the mountains (northeast of the Olympics,

and west of the Cascades) far less precipitation falls as winds, having deposited much of

their moisture on the windward slopes, descend and dry. Figure 1.1b also suggests large

variations on the scale of major ridges and valleys (about 20 km), with ridges receiving much

more accumulation, however the sparse nature of the gauge network and the assumptions

included in PRISM makes these features questionable.

Models can offer further insight into the precipitation patterns. Climatologies from

the sophisticated MM5 mesoscale NWP model (discussed further in Chapter 2), and the

idealized LT model (discussed further in Chapter 4) are shown in Figures 1.1c-d. These

both agree quite well with the PRISM analysis in term of the range-scale patterns, but

also exhibit the ridge-valley scale variations in precipitation found in PRISM, suggesting

even larger ridge-top enhancement. The MM5 is a more sophisticated tool which is able to

capture features such as the enhancement of precipitation well upwind of the Olympics that

is absent in the Linear Theory model, however the Linear Theory model is also a powerful
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tool since it compares generally very well with MM5, may be run efficiently at very high

resolution, and its results are much more straightforward to interpret.

The distribution of annual precipitation across an individual ridge in the southwest

Olympics is shown in Figure 1.1e using data from from a dense gauge network (see Figure

1.1a) and the MM5 (see white line Figure 1.1c). This transect of high resolution obser-

vations shows that the ridge-top enhancement of precipitation found in the models and

PRISM gauge analyses is very much a real feature. Chapter 2 characterizes this small-scale

orographic enhancement in detail and examines its physical causes and variability. Chap-

ter 3 deals with the impacts of such small-scale orographic precipitation patterns on the

triggering of landslides.

1.5 Outline

The remainder of this thesis presents four distinct studies that investigate different aspects

of the climatology of mid latitude orographic precipitation. These studies characterize pre-

cipitation patterns, investigate the responsible physical mechanisms, examine the impacts

on hillslope failure and snowpack accumulation, and look into the effects of climate change.

The tools used in these studies vary from field observations by precipitation gauges, to

state-of-the-art NWP models, to simplified theoretical models. Common threads in these

studies include: (1) a focus on the small spatial scale patterns that have only been recently

modeled and observed, (2) a synthesis of data from observations and models of varying

complexity to gain a fuller picture, (3) an extension of understanding from previous studies

of individual storms to climatological scales.

Chapter 2 begins by characterizing the small-scale (10 km) patterns of precipitation that

occur over the ridges and valleys of the Olympic Mountains. This work is conducted by

collecting and analyzing several years of data, both from archived MM5 model forecasts and

a special observing network of about 15 mixed precipitation gauges. By using the MM5 to

simulate and analyze case studies, the physical processes responsible for the mean pattern

and variations in the pattern are diagnosed. Major results of this work included the finding

that large (> 50%) enhancement of precipitation over ridges relative to valleys is a very

robust feature of the region’s climate, and the finding that these climatological patterns
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are surprisingly well-simulated by a mesoscale model (despite frequent errors for individual

storms). Content of this chapter comes from the published paper: Minder et al. (2008).

Chapter 3 builds off the results from Chapter 2 by investigating how large climatological

gradients in precipitation, such as those found in the Olympics, may influence patterns of

landslide susceptibility. To do so an idealized model of shallow landslides is used, applied

over a region in the Olympics as a case study. Using the climatology developed from MM5

forecasts the model is forced both with a climatological pattern of extreme precipitation

and with characteristic uniform values of precipitation to isolate the role of spatial rainfall

variations in controlling landslide susceptibility. Sensitivity calculations are also conducted

to compare the relative importance of spatial variations in rainfall with spatial variations

in soil properties. Results of this work suggest that small-scale maxima in climatological

precipitation may play an important role — comparable with some landscape factors (such

as soil thickness and vegetation) — in making certain regions more susceptible to slope

failure. Also, the use of unadjusted lowland precipitation data to characterize conditions

on nearby mountain slopes may lead to a substantial underestimate of landslide hazard.

Content of this chapter comes from the published paper: Minder et al. (2009).

Chapter 4 deals with climate-related changes in mountain snowpack. Much previous

work on the subject has focused on analyzing the past using observations, or making future

projections using sophisticated models. While these studies have explained much about

how snowpack changes with climate, they have generally not focused on isolating the un-

derlying physical processes responsible for the changes. As a step in that direction this

work uses two idealized physically based models to investigate controls on the sensitivity

of mountain snowpack accumulation to climate warming. One of the models includes only

the distribution of storm melting-levels, while the other model (based on the LT model

of Smith and Barstad, 2004) also includes the basic physics of orographic precipitation.

Results suggest that the relationship between the climatological melting-level distribution

and the topography is the principle control on the sensitivity of snowpack accumulation

to climate warming. Additionally, the results show that, while thermodynamically driven

increases in precipitation with warming may moderate the loss of snowfall somewhat, for

large amounts of warming precipitation increases have an insignificant effect because the
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loss of snow accumulation area is too substantial. The content of this chapter comes from

the following published paper: Minder (2010).

Chapter 5 investigates the physical processes that control the climatology of the snow

line, the elevation at which precipitation transitions between rain and snow, over mountains.

Recent multi-year observations reveal that during storms the snow line on the windward

slopes of mountains is typically at much lower elevations (several 100 m’s lower) than in

the free air upwind of the mountain. The mesoscale modification of the snow line is poorly

understood, is not resolved by global models, and is large enough to have major impacts

on a variety of natural and human systems. Semi-idealized simulations with a mesoscale

NWP model (WRF) are used to simulate the rain-snow boundary over mountains for stably

stratified orographic precipitation. These simulations allow the identification of the physical

mechanisms responsible for mesoscale structure of the snow line. Results reveal that latent

cooling from melting precipitation, adiabatic cooling from vertical motion, and spatial varia-

tions in microphysical timescales all play important roles. However, the relative importance

of these processes depends on the properties of the incoming flow and the terrain geometry.

The content of this chapter is in preparation for submission as a full length journal article.

Chapter 6 will present a brief summary and some general conclusions.
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Chapter 2

THE CLIMATOLOGY OF SMALL-SCALE OROGRAPHIC
PRECIPITATION: PATTERNS AND PROCESSES1

2.1 Introduction and Background

The effect of small-scale topographic features on the distribution of precipitation was first

recognized in the 1960’s due to observations by Tor Bergeron’s “Project Pluvius” rain-gauge

network showing a 50% enhancement of precipitation over ∼50 m high, ∼10 km wide hills in

Uppsala Sweden (Bergeron, 1968). Advancement in understanding orographic precipitation

on scales smaller than entire mountain ranges (scales of 10’s of km or less) has been slow

in the decades following Bergeron’s work, and major gaps in understanding still persist,

particularly with respect to the climatology of precipitation patterns. Progress has been

impeded in large part due to insufficient observations of mountain precipitation: gauge

networks seldom have the spatial density required to sample subrange-scale variations in

precipitation; the distribution of stations tends to be biased towards valley sites (Groisman

and Legates, 1994); and the frozen precipitation often present at high mountain sites is

notoriously challenging to measure accurately (e.g., Yang et al., 1998). Radar data is also

sparse over mountains due to blocking of the beam by topographic features. Furthermore,

only in the past decade or so have observations been augmented with operational numer-

ical weather prediction (NWP) models, run regularly with sufficient spatial resolution to

simulate orographic precipitation on scales of 10 km and less (e.g., see discussion in Alpert

et al., 1994).

The distribution of precipitation over mountains is critically important for a range of

applications. For instance, landslides and avalanches are triggered by intense and/or persis-

tent precipitation at particular locations within mountainous terrain (Caine, 1980; Conway

1The contents of this chapter are published in Minder et al. (2008), c© 2008 Royal Meteorlogical Society.
The published version may be found at: http://www3.interscience.wiley.com/journal/119816998/abstract.
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and Raymond, 1993). The evolution of mountain snow pack, a crucial and changing water

resource in regions such as the American West (Mote et al., 2005), is also influenced by

precipitation distribution. Additionally, the successful prediction of flood events has been

shown to be sensitive to the proper simulation of small-scale precipitation features (Westrick

and Mass, 2001). Furthermore, if mountain precipitation patterns remain persistently tied

to topography over thousands of years, they can be translated into patterns of erosion that

shape the mountains themselves, resulting in a coupled co-evolution between precipitation

and topography (e.g., Willett, 1999; Roe et al., 2002; Anders et al., 2008; Stolar et al., 2007).

Recently, advances in model resolution, remote sensing, and observations have begun

to illuminate the distribution of small-scale orographic precipitation, and the responsible

processes. In particular, several field campaigns have produced extremely detailed analyses

of individual orographic precipitation events (e.g., the CASCADE (Hobbs, 1975), SCPP

(Marwitz, 1987), COAST (Colle and Mass, 1996), MAP (Bougeault et al., 2001), and IM-

PROVE (Stoelinga et al., 2003) projects), but only recently have small-scale patterns been

a focus. Many of these case studies have involved scenarios with stable flow impinging upon

topography, and recent work has shown that small-scale mountain waves, forced by indi-

vidual ridges, may play a central role in shaping the precipitation distribution. Over the

slopes of the Oregon Cascades, airborne dual-Doppler radar data and in situ measurements

were collected as part of phase-two of the Improvement of Microphysical Parameterization

through Observational Verification Experiment (IMPROVE-2) field campaign. Using these

data Garvert et al. (2007) found vertical velocity signatures from gravity waves forced by

∼10 km wide and ∼1 km high ridges and valleys perpendicular to the crest on the windward

side of the range during a storm with stably stratified flow. Associated with these waves

were enhancements in cloud liquid water, radar reflectivity, and hydrometeor mixing ratios,

all centered roughly over the ridges. These anomalies were reproduced in a high resolution

(1.33 km in the horizontal) NWP model, and were found to enhance the precipitation over

the windward slope of the range by up to 14%. Colle (2007) looked at the effect of wind-

ward ridges on precipitation during stable flow using a NWP model in a two-dimensional,

idealized context. He found that for a range of upstream conditions, the addition of ridge-

valley relief on the upwind side of a barrier can lead to a local enhancement of precipitation
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on ridge-tops, ranging from 200–300%, and a net 10–35% enhancement over the windward

slopes as a whole. Similar enhancement of precipitation during stable flow over narrow

topographic features has been observed and/or modeled for storms over ridges in the Sierra

Nevada (Grubisic et al., 2005), the Mongolian Rim of Arizona (Bruintjes et al., 1994), and

the modest hills of Long Island, NY (Colle and Yuter, 2007).

In the presence of unstable impinging flow, stationary and transient convective features

triggered by small-scale topography can strongly control the pattern and efficiency of pre-

cipitation (e.g., Kirshbaum and Durran, 2004; Fuhrer and Schär, 2005). Such processes

represent modes of orographic precipitation which are distinctly different from those found

during stable flow. For instance, narrow (2–4 km wide), stationary, convective rain bands

have been observed with NEXRAD radar over the coastal mountains of Oregon. These

bands of convection are triggered by lee waves associated with ascent over small-scale topo-

graphic features, and align themselves parallel to the low-level flow, at times cutting across

ridges and valleys (Kirshbaum et al., 2007).

A variety of storms, with varying degrees of stability, were studied during the Mesoscale

Alpine Programme (MAP) in the European Alps, and across a range of conditions observa-

tions showed precipitation patterns and processes linked to topographic features on scales

as small as 10 km (Rotunno and Houze, 2007; Smith et al., 2003). Under conditions with

potentially unstable impinging flow, convective cells embedded within stratiform precipita-

tion were associated with intense riming and precipitation over the first narrow range of the

Alpine massif (Smith et al., 2003; Medina and Houze, 2003).

The above-noted studies offer detailed accounts of individual storm events, but little

is known about storm-to-storm variations in precipitation patterns and how they combine

to form a climatological average. Studies which have focused on such issues suggest that

small-scale patterns can be pronounced in the climatology and persistent over timescales of

years. Frei and Schär (1998) constructed a gridded precipitation analysis from the dense

gauge networks present over the European Alps, and observed ∼40-km scale patterns tied

to small ranges. A transect of climatological mean radar reflectivity over the Alps (Houze

et al., 2001) shows persistent features on 10-km scales (attributable in part to convection).

Anders et al. (2006) examined Tropical Rainfall Measuring Mission (TRMM) data over
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the Himalaya, finding 10-km scale precipitation patterns, persistent for several years, with

major valleys penetrating into the range receiving a great excess of precipitation relative

to adjacent ridges. In contrast, Anders et al. (2007) found a 60–100% enhancement of

precipitation over ∼10 km wide ridges relative to adjacent valleys by analyzing seven years

of model output and three years of gauge observations from the Olympic Mountains of

Washington State, USA.

While the above studies have demonstrated that small-scale terrain features exert a

strong influence on mountain precipitation both for individual storms and in the climato-

logical mean, they also show that the nature of this influence can vary markedly depending

upon geographic location and atmospheric conditions. Here we extend the analysis of the

small-scale distribution of precipitation over the Olympic Mountains. The availability of

long sets of both observational data and NWP output at high spatial resolution allows us

to address in detail the following:

1. What are the dominant physical processes responsible for the observed precipitation

patterns?

2. How sensitive are the patterns to changes in atmospheric factors such as winds, sta-

bility, temperature and frontal regime?

Answers to these questions help extend the understanding of small-scale orographic

precipitation in midlatitudes to climatological time scales. The results have important

applications for natural hazards assessments, and ultimately, for the evolution of landscapes

over geologic time.

2.2 Precipitation in the Olympic Mountains

The Olympic Mountains of Washington State, shown in Figure 2.1, are a roughly dome-

shaped coastal mountain range, rising to approximately 2.4 km at the peak of Mount Olym-

pus. The western side of the range, exposed to the prevailing southwesterly winds, receives

plentiful annual precipitation (Forks, on the northwestern side of the range receives 3.0 m

of annual precipitation); whereas locations in the lee of the mountains are affected by a
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Figure 2.1: Rainfall observations in the Olympic Mountains. (a) shows the terrain of the

Olympic Peninsula (grayscale shading), with a maximum elevation of 2.43 km. The locations

which regularly report hourly precipitation (from the RAWS, ASOS, and the SNOTEL

networks) are shown with stars. Location of the Quillayute (KUIL) sounding, and the

COOP stations (Forks and Sequim) discussed in the text are also denoted. (b) shows a

detailed view of the Queets-Quinault gauge network. Mixed precipitation gauges are shown

with white circles, while rain-only gauges are shown with black circles. The Queets and

Quinault Valleys, and the Black Knob (BKBW) RAWS station are also denoted.

strong rain shadow (Sequim, on the Northeastern side receives 0.4 m annually). The vast

majority of the precipitation falls from October through April, within the warm sectors

of mid-latitude cyclones. (At Forks, for example, only 16% of the annual total falls from

May through September). The current stations which report hourly precipitation over the

Olympics, shown with stars in Figure 2.1, are arrayed mainly around the perimeter of the

mountains, and are far too sparsely distributed to characterize patterns on a ridge-valley

scale. Upper air conditions are measured via rawindsone at Quillayute (also indicated in

Figure 2.1) at 00 and 12 UTC.
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2.2.1 Mesoscale Modeling over the Olympics
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Figure 2.2: MM5 annual precipitation climatology (color shading, in units of mm yr−1), and

model topography (contours every 250 m) over Olympic, Cascade, and Coastal mountain

ranges (water years 2001–2006).

Since 1997 the fifth generation Penn State-National Center for Atmospheric Research

Mesoscale model (known as the MM5, (Grell et al., 1995)) has been run (by the Northwest

Regional Modeling Consortium at the University of Washington) at 4 km horizontal resolu-

tion over the Pacific Northwest (Mass et al., 2003, , http://www.atmos.washington.edu/mm5rt/).

The model is run twice daily (initialized at 00 and 12 UTC), forced with initial and lat-

eral boundary conditions supplied by the National Center for Environmental Prediction

(NCEP) Global Forecast System (GFS) model (runs before mid-2002 were forced with the
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NCEP’s “Eta” model). A variety of changes have been made to the MM5 model grid, ini-

tialization, and parameterizations schemes since 1997. Most notable for this study are the

changes in microphysical scheme from Simple Ice (Dudhia, 1989) to Reisner2 V.3.6 (Reisner

et al., 1998; Thompson et al., 2004) occurring in February of 2004, and to Reisner2 V.3.7

microphysics starting in May of 2006. A full listing of model changes can be found at:

http://www.atmos.washington.edu/mm5rt/log.html.

To test for biases in the MM5 simulation of the flow impinging on the Western Olympics,

we have compared 24 hr model forecasts at 850 hPa to those observed via the Quillayute

sounding during conditions characteristic of major precipitation events (flow from the south-

west quadrant, 850 hPa wind speeds > 15 ms−1) by calculating the mean error (forecast

minus observed) over 203 soundings from two rainy seasons (2005–2006 and 2006–2007).

The mean error in the temperature is quite small, +0.18 K. MM5 water vapor mixing ra-

tios have a moist error of +5× 10−4 kg/kg (about a 12% bias relative to the mean value),

but due to documented dry biases in the Vaisala radiosondes (e.g., Wang et al., 2002) it

is unclear if this reflects a deficiency in the model or the observations. The model winds

are biased to be somewhat weak and too westerly, with a mean error of −1.1 ms−1 (a 5.6%

bias relative to the mean) for wind speed and +8.4◦ for wind direction. Based on the scale

of these biases, we expect them to result in only modest errors in the incoming vapor flux

available for orographic precipitation. The detailed structures of airflow and precipitation

over the Olympics can also be well simulated by MM5, as shown by Colle and Mass (1996)

through comparison of airborne radar observations with model output. Results from their

work also showed evidence for an enhancement of precipitation over the major ridges on the

windward side of the range. Colle et al. (2000) compared 1997–1999 cool-season, 4 km-MM5

precipitation forecasts to observations and found relatively small biases over the Olympics,

which contrasted with significant over-prediction of precipitation over the windward slopes

of the Cascade Mountains. However, when only heavy precipitation events were considered

a bias towards significant under-prediction was observed over the Olympics, with biases

approaching 50% at some locations.

The work of Colle et al. (2000) also revealed that the climatology of precipitation on

the 4 km model domain exhibits significant enhancement over the ∼10 km wide ridges on
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the windward side of the Olympics. This feature is pronounced, amounting to a 50–300%

enhancement on the ridges relative to the valleys, and it has appeared with remarkable

consistency in the MM5 annual precipitation totals for over six years (Anders et al., 2007).

A climatology of MM5 annual precipitation is shown in Figure 2.2, for water years 2001–

2006 (A water year in this Pacific Northwest is defined to begin on October 1st and end on

September 30th, designated by the calendar year in which it ends), revealing that the mod-

eled ridge-valley pattern of enhancement is not confined to the Olympic Mountains; similar

patterns are found over the Cascade, Coastal, and Vancouver Island mountain ranges.

2.2.2 Queets-Quinault Gauge Network

Motivated by the remarkable ridge-valley precipitation difference in the MM5 forecasts,

we established a high-density network of data-logging precipitation gauges in a transect

across one of the major ridges in the Southwestern Olympics (Figure 2.1a-b). The network

of gauges cuts across the topographic ridge that experiences the greatest enhancement of

precipitation in the MM5 climatology, from the Queets river valley in the northwest to the

Quinault river valley in the southeast. The gauge network has been deployed for water

years 2004–2007 during each wet season from early October until late April. The gauge

elevations range from approximately 50–900 m (Figure 2.4).The lowest elevation (< 200 m)

gauge sites were equipped with traditional tipping bucket rain gauges with 0.2 mm/tip

resolution, whereas higher elevation sites (> 200 m) were equipped with gauges capable of

measuring both frozen and liquid precipitation (Figure 2.1b). These mixed precipitation

gauges have a resolution of 1 mm/tip, and are similar in design to the gauges described by

McCaughey and Farnes (1996) and later produced by Campbell Scientific as snow adaptor

CS705. During our field seasons, the percentage of lowland precipitation occurring when

the ridge-top temperatures were > 0.5◦ C ranged from 74–87 %, suggesting that much of

the precipitation atop the ridge fell as rain. Thus, we do not expect the undercatch of frozen

precipitation to introduce large biases into our observations of season-total precipitation.

Further discussion of the gauge network can be found in Anders et al. (2007).

The incident wind speed and direction influence the pattern and strength of ascent, and
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Figure 2.3: Precipitation weighted wind roses from water years 2004–2006. The length of

each radial line is proportional to the amount of precipitation falling at the BKBW station

when winds are from each direction. (a) uses 6 hr 850 hPa winds from the gridpoint in

the NCEP-NCAR reanalysis upwind of the site during average flow, (b) uses 6 hr averaged

10 m winds from the BKBW station.

hence the resulting pattern of condensation and precipitation (e.g., Hill et al., 1981; Smith

and Barstad, 2004). We therefore examine the climatological distribution of winds near our

study site. Figure 2.3a is a precipitation-weighted wind rose for the 850 hPa winds from

the NCEP-NCAR reanalysis (Kalnay et al., 1996, , http://www.cdc.noaa.gov/), weighted

by precipitation observations from the Black Knob (BKBW) Remote Automated Weather

Station, the nearest station to our study area (Figure 2.1b). At 850 hPa, the winds are

almost entirely southerly to southwesterly during periods of significant rainfall. In contrast,

the same exercise performed with the 10 m winds measured at BKBW (Figure 2.3b) shows

mainly southeasterly to southerly winds during precipitation events. These low-level winds

are characteristic of topographic blocking, which occurs when nonlinear dynamics lead to

deceleration, and often deflection, of the low-level incident flow (e.g., Pierrehumbert and

Wyman, 1985). Thus, from Figure 2.3, we find that a nearly 90◦ climatological veering

of winds with height occurs during precipitation events, from surface SE winds that are
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approximately perpendicular to the major sub-range-scale topographic ridges and valleys,

to 850 hPa SW winds that are parallel to the ridges and valleys. Blocking of low-level

flow has been shown to have strong influence on orographic precipitation, both in idealized

simulations (e.g., Jiang, 2003), and in observations (e.g., Medina and Houze, 2003), and may

be, in part, responsible for the extension of the Olympic Mountain precipitation maximum

upstream over the coastal lowlands and the Pacific (see Figure 2.2).
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Table 2.1: Statistics from each observational field-season. The dates of each season are

given, as are the modeled and observed measures of ridge-valley enhancement (as defined

in the text) for the season-total precipitation. Also shown are the normalized root-mean-

squared-error (RMSE) and bias of the model forecasts over the network (also defined in the

text).

Season wy2004 wy2005 wy2006 wy2007

Dates 10/17/2003 11/08/2004 10/10/2005 10/28/2006

-5/1/2004 -4/4/2005 -2/15/2006 -4/17/2007

R/V Obs. 1.40 1.35 1.29 1.57

MM5 1.48 1.38 1.30 1.37

Rmax/Vmin Obs. 1.61 1.61 1.63 1.78

MM5 1.60 1.59 1.45 1.46

RMSE (normalized) Season 0.22 0.10 0.11 0.11

Top-Events 0.20 0.20 0.26 0.13

Bias Season 1.16 0.93 0.90 1.04

Top-Events 1.08 0.82 0.76 0.97

We compare the annual precipitation observed by our gauge network with that from the

archived 4 km-MM5 output by linearly interpolating the 24–36 hr forecasts, summed over

entire field seasons, to the gauge locations. MM5 forecast hours 24–36 are used to assure that

precipitation has been spun-up on the innermost domain (Colle et al., 2000). The apparent

long spin-up time on the 4km domain occurs, in part, because it has been initialized later

into the MM5 forecasts, at times which have ranged from fhr 6 to 12. The left column of

panels in Figure 2.4 show the field-season totals at each of the continuously operating gauge

sites for the past four field-seasons from the MM5 forecasts and the observations. The range

of dates defining each field-season are given in Table 2.1. Precipitation totals are plotted

as a function of approximate distance along the cross-ridge transect. We find the skill of
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Figure 2.4: Observed and modeled precipitation totals at sites along Queets-Quinault gauge

transect for four rainy seasons (dates given in Table 2.1). Accumulated precipitation is

plotted as a function of approximate distance along transect. Black lines and circles show

observations from the gauges that were continually operational for the entire season. Gray

lines and circles show archived MM5 forecasts interpolated to gauge locations. Elevations

of the gauges deployed each year are given by shaded topographic profile at the bottom of

each plot. The MM5 terrain interpolated to the gauge locations is given by the dashed line

in the first column of figures. The columns (left to right) show season total precipitation,

precipitation from the largest events, and precipitation from the remaining events (method

for defining events is described in the text). (Note: the use of a different interpolation scheme

resulted in somewhat different MM5 values than those shown in Anders et al. (2007)).
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Figure 2.5: Top rainfall events for the water year 2005 gauge season. The top three rows

show the individual top events, determined as described in the text, together responsible

for approximately 50% of the observed precipitation during the field season. The bottom

row shows the sum of the top events, the sum of the season’s remaining precipitation, and

the season total. Note that large errors present for individual events show a tendency to

average out when events are summed.

the model at reproducing the pattern and amount of precipitation at the gauge sites to

be remarkable, considering the observational uncertainties associated with the gauging of

mixed precipitation, the coarseness of the model resolution (4 km) relative to the width of

the ridge (∼10 km), and the representiveness error associated with interpolating relatively

coarsely gridded precipitation fields to point locations (e.g., Tustison et al., 2001). These

results affirm that the ridge-valley enhancement is a very consistent and pronounced feature,

occurring year-after-year in both the model and observations.

We consider two measures of the ridge-valley precipitation enhancement:
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• R/V: The ratio of the average precipitation at the high elevation sites (> 200 m) to

that measured at the low elevation sites (< 200 m).

• Rmax/Vmin: The ratio of the maximum precipitation among the high elevation sites

(> 200 m) to the minimum among the low elevation sites (< 200 m).

The values of these two enhancement metrics for each season are shown in Table 2.1.

The same sites are used to calculate the modeled and observed enhancement. However,

vandalism and gauge malfunctions disrupted the collection of continuous data at some sites,

thus a slightly different network of gauge sites was used for each year (note the different

gauge sites shown in Figure 2.4). Hence, care must be taken in comparing the enhancement

between years. On average the MM5 shows a somewhat weaker Rmax/Vmin enhancement

(ranging from 1.45–1.60), than the gauges (which range from 1.61–1.78). However, even if

MM5 were perfectly representing the precipitation processes over the Olympics, we might

expect a smaller spatial variability (and hence enhancement) in the interpolated model

output solely due to the differences in scale between the point observations of the gauges

and the model forecasts of 16 km2 spatial averages (e.g., Tustison et al., 2001).

For the season totals, the average values of model bias:

Bias =
1
N

N∑
i=1

Fi
Oi

, (2.1)

and root-mean-squared error:

RMSE =

√∑N
i=1(Fi −Oi)2

N
, (2.2)

are both calculated over the gauge network. Fi and Oi are the forecast and observed

precipitation at the ith gauge site, and N is the number of gauge sites. The RMSE values

are normalized by dividing by the network averaged precipitation to give a fractional error.

These values are shown in Table 2.1. The model does not show a systematic bias towards

over- or under-prediction of the season total, in agreement with the relatively small biases

Colle et al. (2000) found in the MM5 over the Western Olympics for the 1997–1999 rainy

seasons.



27

We have also considered the skill of the model at representing precipitation patterns for

individual major storm events appearing in either the gauge observations or MM5 forecasts.

We define the top MM5 events by ranking all MM5 24–36 hr precipitation forecasts based

upon an areal mean of the accumulated precipitation over the region of our gauge network.

We define the top gauged events by ranking our gauge observations based on network aver-

aged precipitation. The top storm events are formed by separately aggregating the adjacent

top MM5 and gauged events into single extended events, and then further combining any

extended MM5 and gauge events that overlap. Lastly, the 12 hr periods preceding and

succeeding a storm event were also included in that event. This method was chosen to

assure that precipitation events forecast by MM5 with a timing error are compared with

the appropriate event in the observations. We define the top storm events to be those storm

events which together make up ∼50% of the observed rainfall. The top storm events, chosen

in this manner, range in length from 1.5 to 6 days, with a mean length of 2.2 days. The

number of top events in a water year varied between 7 and 12.

Figure 2.5 shows the modeled and observed precipitation for the top events of the water

year 2005 field season. Note the large errors apparent for many of the individual events.

These storms include events with and without convective instability present in the Quil-

layute sounding. Also shown are the sum of the top events, the remaining events, and the

season total precipitation. The aggregated top events are much better simulated than most

of the individual events, and the sum of the many smaller events is simulated even more

skillfully. Large model errors for individual storms, contrasting with an excellent modeled

climatology, are found for each year (not shown). The sum of the large events and remaining

rainfall are plotted in the right two columns of Figure 2.4. For the large events of water years

2005 and 2006 there is a significant under-prediction of precipitation (approaching 25% for

water year 2006) over the region, which is largely masked by the inclusion of the smaller

events in the season total. Such under-prediction during heavy rainfall is in agreement with

the findings of Colle et al. (2000) for the rainy seasons of 1997–1999, but does not appear

in water years 2004 and 2007. For the remaining smaller rainfall events the model shows

little to no systematic bias.

Thus, the integrated effect of a range of over- and under-predicted events is a very re-
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Table 2.2: Percent of 12hr periods during each season showing enhanced precipitation (i.e.

R/V > 1) at the high elevation (> 200 m) gauge sites relative to the low elevation (< 200

m) sites . Percentages were calculated for medium-to-heavy rainfall periods (> 4 mm /

12 hrs) and heavy rainfall periods (> 24 mm / 12 hrs). Periods of sub-zero temperatures

when one or more gauges was frozen are excluded from the analysis. The sample size of

medium-and-heavy periods ranged from 65–199, while the sample size for heavy periods

ranged from 11–23.

Season % ridge-enhanced % ridge-enhanced

(> 4 mm /12 hrs) (> 24 mm /12 hrs)

Obs MM5 Obs MM5

wy2004 80 99 91 100

wy2005 94 96 88 100

wy2006 66 92 72 94

wy2007 83 94 91 100

alistic model climatology. This suggests that the model is capturing the essential physics

controlling precipitation over our study area, however the errors for individual events may

be indicative of some deficiency in the model representation of precipitation processes, or

the result of random errors. Deficiencies in microphysical parameterizations have been

extensively studied as a source of error in the simulation of mountain precipitation (e.g.,

Stoelinga et al., 2003). Recent work has begun to examine the sensitivity of orographic

precipitation forecasts to initial conditions. Walser and Schär (2004) used an ensemble of

model runs to show that “even if the NWP model and synoptic forcing are assumed to be

perfect”, precipitation forecasts over mountainous terrain may “on occasions be critically

affected by predictability limitations”. Therefore, we hypothesize that errors in the specifi-

cation of initial conditions (particularly over the observation-sparse Pacific Ocean), may be

responsible for some of the large model errors that occur for individual storms.

Lastly, we have also examined the storm-to-storm distribution of enhancements found
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in the gauge and the model data. For each 00–12 and 12–24 UTC period we calculated

the R/V enhancement metric. We consider 12 hr periods where greater than 4 mm of

precipitation occurred over our gauge network, (since at lower precipitation rates, the ability

of our 1 mm/tip gauges to adequately resolve the ridge-valley difference is suspect). We

also consider heavy rainfall periods with above 24 mm in 12 hrs. As shown in Table 2.2, in

majority of events the ridge-valley enhancement is present. It seems, however, to be a more

persistent feature in the model than in the observations. This may point to a real difference

between the modeled and actual precipitation patterns during some events. Alternatively,

this may be an artifact of observational errors. While snow at the lowland sites is very rare,

during cold storms a significant amount of precipitation may fall as snow atop the ridge.

Gauges are much more vulnerable to under-catch errors during snowfall (e.g., Yang et al.,

1998), so greater under-catch at ridge-top compared to valley sites during cold events may

lead to an underestimate of the enhancement for some events in the gauges. Limiting the

analysis to periods of heavy rainfall shows the enhancement to be a more persistent feature

during such events.

2.3 Case studies

The excellent agreement between the modeled and observed precipitation climatology over

the Queets-Quinault region, combined with the verification, on 10-km scales, of modeled

dynamical and microphysical fields during observing campaigns (Garvert et al., 2007; Colle

and Mass, 1996), gives us confidence that MM5 simulations capture the fundamental physi-

cal processes responsible for the ridge-valley enhancement over the southwestern Olympics.

We have therefore conducted a detailed analysis of several case studies to diagnose the mech-

anism for precipitation enhancement in the model and the factors controlling the storm-to-

storm variations in the small-scale pattern of precipitation.

Based on archived MM5 forecasts, gauge network observations, and soundings taken

from Quillayute, we chose five major precipitation events to simulate, three of which we shall

discuss (Table 2.3). In selecting these events we focused upon intense precipitation events,

as these matter the most for flooding, landsliding, and erosion. The 28 Nov 2003 and 21 Oct

2003 events contained the largest 12 hr rainfall totals over the network in water year 2004



30

T
able

2.3:
C

onditions
for

case
studies

discussed
in

text.
T

he
tim

e
period

of
event

included
in

first
section.

T
he

second
section

includes
m

odeled
and

observed
surface

conditions.
R
/V

and
R

m
a
x
/V

m
in

give
the

ridge-valley
enhancem

ent
as

described
in

the
text.

P
cp

,
gives

the
storm

-total
precipitation

at
the

B
K

B
W

station.
T
em

p
,

W
sp

d
,

W
d
ir

denote
the

range
of

2
m

tem
perature,

and
10

m
w

ind
speeds

and
directions

at
B

K
B

W
.
W

gst
denotes

the
observed

w
ind

gusts.
T

he
third

section

provides
m

etrics
from

the
m

odeled
K

U
IL

sounding.
F
L

gives
the

range
of

freezing
levels.

N
2m
,
0−
−

2
k
m

,
W

S
P

D
(0−

2
k
m

) ,
and,

W
D

IR
(0−

2
k
m

) ,
give

the
range

of
m

oist
static

stabilities,
w

ind
speeds,

and
w

ind
directions,

averaged
betw

een
0

and
2

km
.

C
ase

28
N

ov
20

O
ct

17
Jan

D
ates-T

im
es

(U
T

C
)

11/28
/2003

05
10/20/2003

06
01
/17/2005

00

–
11
/29/2003

06
–

10/20/2003
18

–
01
/18/2005

12

O
bs.

M
M

5
O

bs.
M

M
5

O
bs.

M
M

5

P
cp

.
(m

m
)

173
131

70
64

241
170

R
/V

1.3
1.4

1.6
2.2

1.1
1.3

R
m

a
x
/V

m
in

2.0
1.8

2.6
4.5

1.5
2.8

T
em

p
(C

)
5.6

–
10

4.4
–

11.7
12.2

–
15.6

12.8
–

17.2
9.2

–
10.6

7.2
–

12.8

W
sp

d
W

gst
(m

s −
1)

1.8
3.6

–
5.8

11.6
2.6

–
10.3

3.1
5.3

–
7.4

13.8
4.1

–
11.9

3.1
6.6

–
4.5

9.8
5.5

–
7.2

W
d
ir

(d
eg.)

130
–

340
140

–
320

120
–

190
100

–
210

187
–

240
210

–
171

F
L

(k
m

)
1.0

–
3.0

2.5
–

3.8
2.2

–
3.1

N
2m
,
(0−

2
k
m

) (×
10
−

5
s −

2)
2.5

–
15

-10
–

7.3
2.3

–
11

W
S
P

D
(0−

2
k
m

)
(m

s −
1)

6.0
–

32
11

–
32

11
–

28

W
D

IR
(0−

2
k
m

) (d
eg.)

173
–

316
157

–
213

173
–

244



31

according to the archived forecasts, and the Jan 17, 2005 event was the largest for water year

2005. We also sampled events with a range of atmospheric conditions to learn if variations

in certain atmospheric factors exert significant control on the precipitation pattern. Table

2.3 shows the range of stability, windspeeds, wind directions, temperatures, and freezing-

levels observed during each precipitation event. Lastly, we sought events with atypical

precipitation patterns in the gauges and the model, in an effort to better understand the

mechanisms that can alter the pattern. The Jan 17, 2005 event had an unusual precipitation

pattern with minimal ridge-valley enhancement (storm-total ridge-valley enhancements are

also given in Table 2.3).

For each case we have re-run the MM5, with an additional nested 1.33 km resolution

domain (not included in the operational runs), so as to better resolve the ridges and valleys

of interest. We will focus on describing a single canonical example, the 20 Oct 2003 storm,

since the basic processes contributing to the pattern were found to be very similar between

events. We will then refer to two other case studies primarily to discuss how variations in

the pattern occur.

2.3.1 Model Setup

For each case study hindcasts were completed with MM5 version 3.7.2 in non-hydrostatic

mode. Four one-way nested domains were included in the simulation, with horizontal res-

olutions of 36, 12, 4, and 1.33 km (locations of these domains are shown in Figure 5.3).

33 unevenly-spaced, terrain-following, full sigma levels were used, with increased horizontal

resolution in the boundary layer, and a top level located at 100 hPa. A radiative upper

boundary condition (Klemp and Durran, 1983) was applied to prevent unrealistic reflec-

tions of gravity waves off the model top. The atmospheric initial and boundary conditions

were supplied by interpolation from the NCEP-NCAR reanalyzes (2.5◦ × 2.5◦ horizontal

resolution) (Kalnay et al., 1996). The model terrain and land-use data were formed by

interpolating U.S. Geological Survey data (with 5 min resolution on the 36 km domain,

and 30 sec resolution on the inner domains), via a Cressman-type analysis scheme and a

two-pass smoother-desmoother. Initial conditions for snow cover as well as subsurface soil
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temperature and moisture were provided by analysis grids from NCEP’s Eta 221 model

(with 40 km horizontal spacing), while sea surface temperatures were provided from the

U.S. Navy Optimum Interpolation System (OTIS) (with 0.25 ◦ horizontal resolution).

As we are interested in the small-scale precipitation processes during given large-scale

conditions, we nudged the outermost domain towards the reanalysis grid to force the large-

scale flow to evolve similarly to our best estimate of what actually occurred. This nudging

was accomplished via the Four Dimensional Data Assimilation scheme, using Newtonian

relaxation of temperature, zonal and meridional winds, and moisture towards the values

from the reanalysis grids (Stauffer and Seaman, 1990). Within the boundary layer, moisture

was not nudged.

The MRF Planetary Boundary Layer (PBL) scheme was used on all domains to account

for turbulent processes in the PBL (Hong and Pan, 1996). Short and long wave radiative

transfer were parameterized via the CCSM radiation scheme (Hack et al., 1993). Consistent

with the current setup of the operational Pacific Northwest MM5, Kain-Fritsch convective

parameterization was used on all but the innermost (1.33 km) domain, to parameterize

unresolved convective motions and associated precipitation (Kain, 2004). Parameterized

convective precipitation was minimal during the events simulated. Our principle case study

was run with and without convective parameterization on the 4 km domain, which only

resulted in very minimal changes in storm total precipitation.

All runs were completed with three different microphysical schemes. The schemes vary

widely in complexity and number of physical processes included, thus we use them to deter-

mine relevant processes controlling the observed pattern, and to roughly assess the sensitiv-

ity of the simulated precipitation distribution to the microphysical parameterization used.

The Reisner2 scheme (version 3.7) (Reisner et al., 1998; Thompson et al., 2004) was used

as our best representation of the microphysical processes taking place in the atmosphere.

It is a bulk microphysical scheme which predicts mixing ratios of water vapor, cloud liquid

water, cloud ice, snow, rain, and graupel, as well as the number concentration of cloud ice.

The Simple Ice scheme (Dudhia, 1989) predicts the same mixing ratios as Reisner2, except

for graupel, which is omitted. Liquid and frozen water do not coexist in this scheme, and

there are many fewer interactions between different species of condensed and frozen water.



33

It was used in part to determine the importance of the complex interactions between frozen

and liquid water species included in Reisner2 for determining the precipitation pattern. The

Warm Rain scheme has a formulation that is very similar to Simple Ice, except all water is

assumed to be in the liquid (or vapor) phase. It is quite physically unrealistic for the events

we consider, since frozen precipitation processes are certainly occurring, but was used to test

the range of responses in the small-scale precipitation pattern to changes in microphysical

parameterization.

For comparison to gauge and station data, the MM5 forecasts were interpolated to point

locations using bilinear interpolation.

Figure 2.6: Outermost model domain and large-scale flow for 28 Nov case study. Extent

of nested MM5 domains (12, 4, and 1.33 km) are shown with boxes. Simulated 850 hPa

heights at 12 UTC on 20 Oct 2003 (time of the beginning of rainfall) are shown with contours

(heights are extrapolated below the topography in regions of high terrain).
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2.3.2 Fundamental Mechanisms: 20 Oct 2003

On 20 Oct 2003 a surface low tracked up the Pacific Northwest coast, accompanied by heavy

rainfall over the Olympics. The 850 hPa heights modeled by the 36 km domain of our MM5

hindcast at the time rainfall commenced are contoured in Figure 5.3, showing southwesterly

flow off of the Pacific impinging upon the Olympics. Warm surface temperatures (> 10o

C) persisted throughout the storm. Near 19 UTC a second period of heavy rainfall began,

with moisture supplied by a relatively narrow band of vapor flux originating in the tropics

which impacted the Olympics. The feature was simulated by the model, but was displaced

to the south, causing the MM5 precipitation to end too early. Thus, we consider only the

well-simulated first half of the storm in our analysis.

Comparison of MM5 simulation and observations

Time series of modeled and observed surface variables at BKBW are given in Figure 2.7 (all

model output is from runs using Reisner2 microphysics unless otherwise noted). There was a

minor timing error in the forecast, thus all MM5 time series are shifted in by 1 hr so that the

changes in rainfall rate match the timing in the observations. Both MM5 and observations

show the rainfall occurring within a broad warm frontal zone with rising temperatures and

southeasterly flow veering to southerly with time. The model represents well the changes

in wind direction and temperature that occur over the course of the event, although the

simulated surface windspeeds are closer to the observed gusts than the observed sustained

winds. One-hour average precipitation rates for ridge and valley sites are shown in Figure

2.7a. Peak 1 hr averaged rainfall rates in the model and gauges exceeded 16 mm hr−1,

and rates greater than 8 mm hr−1 were sustained for over 5 hrs. The overall duration and

intensity of the event are well modeled. Both observations and the model show a ridge-top

enhancement of precipitation throughout the event and the magnitude of the enhancement

is well simulated during the periods of significant rainfall.

The 12 UTC 20 Oct 2003 sounding at Quillayute (black line in Figure 2.8) gives a

profile of conditions upwind of the mountains at the beginning of the heavy rainfall. Very

strong low-level winds were observed, veering with height (as expected in the pre-frontal
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Figure 2.7: Modeled and observed time series from 20 Oct 2003 storm. Black lines and points

show observations, while grey lines and points show MM5 hindcast. (a) 1hr precipitation

totals at gauge network sites. Solid lines are for the average of all high elevation sites (>

200 m), while dashed lines are for low elevations (< 200 m). (b) Modeled and observed

windspeed (solid) and observed wind gusts (dashed) at BKBW station. (c) Wind direction.

(d) Temperatures (solid) and dew-point (dashed) at BKBW, and temperature at ridge-top

site (dotted). Note, the observations show saturation throughout the period, thus the dew

point is not visible as it is plotted atop the temperature.

region of warm advection) from S-SE near the surface to SW around 800 hPa. Near-neutral

stratification was present throughout much of the sounding. However, a stable layer occurred

between 900 and 800 hPa associated with the warm-frontal zone aloft, and was capped by a

slightly unstable layer (with respect to saturated vertical displacements). The freezing-level

at this time was above the topography, near 625 hPa. The model sounding (shown in gray,

shifted 1 hr in time as for Figure 2.7) captures the basic vertical structure well, but the

MM5 exhibits an upward displacement of the warm front, and lacks the unstable layer.

The simulated storm-total (20 Oct 06–18 UTC) pattern of precipitation is shown in
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Figure 2.8: Skew-T Log-P plots of observed and modeled soundings at KUIL at 12 UTC, 20

Oct 20 2003. The observed sounding is shown in black (solid line for temperature, dashed

line for dew-point). A profile of winds is shown on the right, with each full barb representing

5 m s−1. The model sounding is shown in gray, and is taken 1 hr previous to the observation

time to account for the error in the model timing of the storm passage.

Figure 2.9a. The same pattern of enhancement found in the archived 4 km-MM5 climatology

(i.e. Figure 2.2) is reproduced for this case. Ridge-valley enhancement during this case was

particularly strong: within the Queets river valley storm total precipitation was as low as

30 mm, whereas a few km to the southeast, atop the adjacent ridge, precipitation totals

exceed 160 mm.

In Figure 2.9b, observed and modeled storm total precipitation at our gauge sites are

plotted. Totals are shown from the 1.33 km domain of our MM5 Reisner2 hindcast, as well

as the 4 km domain, and for runs of using less sophisticated microphysical schemes, allowing

us to assess the impact of changes in horizontal resolution and physical parameterization

on the simulation. All these simulations capture the basic shape and magnitude of the

enhancement. However, the location of the observed precipitation maximum is shifted

upwind over the first prominent peak on the southwest side of the ridge, whereas, the
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Figure 2.9: Storm total precipitation for case studies. (a) Storm total precipitation for 20

Oct 2003 event as modeled by MM5 with 1.33 km horizontal resolution and Reisner2 micro-

physics. Tick marks along the perimeter of the map show model grid spacing. (b) Observed

and modeled precipitation at gauge network sites as function of distance along the transect.

Observations are shown with the bold black line. Output from MM5 simulations with varied

resolution and microphysical parameterizations are shown with line-styles denoted by the

legend. Elevation of gauge sites is represented by the shaded terrain profile. (c) and (d) are

analogous to (a) and (b) for the 28 Nov event. (e) and (f) are analogous to (a) and (b) for

the 17 Jan event. The time interval used for the storm total transects and maps are given

in Table 2.3.
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modeled precipitation is centered over the crest. Over-prediction of cross-ridge winds (see

Figure 2.7) may have contributed to this error in location of the modeled maximum by

the excess downwind advection of falling rain. The simulations with various microphysical

schemes show only minor differences in precipitation over the ridge, with the intermediate

complexity scheme (Simple Ice) producing the most skillful representation of the rainfall

totals. The insensitivity to choice of parameterization for this storm is perhaps unsurprising,

considering the high freezing-level, which implies the dominance of warm microphysical

processes (which are represented quite similarly between the considered schemes).

Mechanism for Precipitation Enhancement

Having gained confidence that the MM5 is faithfully representing the basic characteristics

of this event, we now proceed to investigate the mechanisms responsible for the ridge-

valley enhancement in the model. We will focus upon the time of heaviest precipitation

in the model (forecast hour 27, or 14 UTC on 20 Oct). Shown in Figure 2.10a is the 1 hr

precipitation total over the western Olympics for the hour previous to this time, as well as

the 10 m modeled winds. Low-level winds are southerly and impinge obliquely upon the

NE-SW oriented ridges. Figure 2.10b-d show vertical cross sections taken parallel to the

low-level winds across the ridge from N to S. Figure 2.10b shows contours of precipitation

rates (i.e. vertical flux of precipitation) for the modeled species of hydrometeors. The

majority of the enhancement in the precipitation rate over the ridges takes place at low-

levels, with much of it occurring in the rain water field at less than 1 km above the ridge

crest. A signature of the enhancement is also found higher up, above the freezing level, in

the graupel and snow fields.

Vertical velocity and cloud water mixing ratio are plotted along the transect in Figure

2.10c. Strong ascent (descent), exceeding 2 m s−1, is found over the windward (leeward)

slopes, extending up to 4 km elevation, with indication of a slight upstream tilt with height

of the vertical velocity fields. Such patterns of vertical motion are expected from the theory

of mountain waves in stably-stratified flow (e.g., Smith, 1979). The cloud water field shows

an intense maximum (> 0.75 g kg−1) located between the maximum and the node in the
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(b)

(d)(c)

(a)

Figure 2.10: Precipitation patterns and processes at time of peak modeled rainfall (14 UTC

on 20 Oct 2003). (a) Map view of 1 hr accumulated precipitation (gray shading), with

elevation (contours, 200 m interval), and 10 m winds (wind barbs, full barb = 10 kts).

Location of the gauge network (thin NW-SE line), and the following cross-sections (bold N-

S line) are also shown. (b) Vertical cross-section parallel to near-surface winds, precipitation

rates are contoured for rain (fine dashes) every 2 mm hr−1, and for graupel (solid) and snow

(long dashes) every 1 mm hr−1. (c) Cloud water mixing ratio (gray shading, scale shown

on the right), and vertical velocity (black contours every 40 cm s−1, with negative values

denoted by dashed contours). (d) Contours of Reisner2 precipitation source terms including

the collection of cloud water by: rain (fine dashes), graupel (solid black), and snow (medium

dashes), and the sink of precipitation by evaporation (solid gray) (interval of 2.5×107 s−1).

Characteristic hydrometeor back-trajectories (as described in the text) are shown with thick

black lines in (b) and (d).
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vertical velocity. The presence of this dense cloud is due to the ascent in the mountain

wave, but its downwind displacement from the location of maximum vertical velocity, and

its detailed structure are set by the balance of condensation, downwind advection, and loss

of cloud water due to precipitation (e.g., Smith and Barstad, 2004).

To understand the pathways by which condensed water over the ridges is converted into

precipitation we examined the source terms for precipitation in the Reisner2 microphysical

scheme. We focus on the conversion terms in the scheme that create precipitation, and

not those which transfer water between the various species of hydrometeors. We average

these terms over the windward slopes of the Olympics for this time, from the surface to

200 hPa (using the methods described by Colle et al. (2005)). This analysis shows that

about eight times more water vapor is condensed into cloud liquid water than is deposited

onto ice particles, underscoring the importance of liquid phase microphysics for this event.

Furthermore, the largest sources of precipitation, by at least an order of magnitude, are

found in the terms involving collection of cloud liquid water. These include the collection

of cloud water by rain, graupel, and snow (contoured in Figure 2.10d). All of these terms

have maxima in the regions of thick cloud and intense rain over the ridge, and the largest

source by far is the collection of cloud water by rain, maximizing at low levels. For this case,

evaporation of rain within the sub-saturated valleys appears to also make a contribution

towards the ridge-valley precipitation differential (gray contours in Figure 2.10d), but this

effect was modest and was not observed in other cases. Thus, low-level collection of cloud

droplets in wave-induced clouds appears to be the dominant control on the ridge-valley

precipitation pattern during this storm, whereas auto-conversion of cloud water, depositional

growth of snow, and evaporation of rain in sub-saturated valleys have relatively minor roles

in directly determining the rainfall distribution.

The downwind drift of precipitation can play a key role in determining the rainfall

pattern (e.g., Hobbs et al., 1973). To illuminate this effect we determine characteristic back-

trajectories of hydrometeors that land at various locations along the cross-section (plotted

on Figure 2.10b and d). These trajectories are calculated using the mass-weighted fall speed

of hydrometeors as represented in the microphysical scheme, as well as the model fields of

horizontal and vertical motion. The trajectories are integrated back in time with a time
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step of 10 s, using winds interpolated from the hourly model output (we justify the use of

hourly winds by the steadiness of the modeled winds at this time). The plotted trajectories

trace the path of hydrometeors back 10 min in time, with the middle arrow head showing

the position at 5 min. From these plots we see that trajectories ending on the ridges (in

the valleys) where rainfall rates are high (low), spend the longest (shortest) period of time

in the region of thick cloud and extensive collection. Downwind drift spreads the enhanced

precipitation beyond the region of enhanced condensation and collection. For instance at

17.5 km along the transect high precipitation rates are found, despite relatively modest

cloud water mixing ratio and collection sources overhead, since the trajectory ending there

passes through the region of enhanced collection.

Since condensation in the ascending branch of the ridge-induced mountain wave is the

source of the enhanced precipitation, it is important to understand the wave structure.

Figure 2.10c shows the mountain waves signature over the ridges decays near 3–4 km. A

model sounding upstream of the ridge at 14 UTC shows average low-level (surface to 1 km)

stability (moist buoyancy frequency) of 0.008 s−1 (Durran and Klemp (1982)’s eqn. 36)

and cross-ridge wind speed of 15 m s−1. If we idealize the impinging flow as uniform and

two-dimensional, linear mountain wave theory (e.g., Smith, 1979) would predict that, under

these conditions, 20 km wide undulations in the topography would produce mountain waves

that would propagate vertically, whereas waves forced by 10 km undulations would decay

with a vertical scale of 3.0 km. Thus for this case, the waves triggered over the major ridges

are near the limit for vertical propagation, so decay of the waves is not entirely surprising.

In contrast, during the 28 Nov case, waves are observed at times when linear theory (with

uniform impinging flow) predicts propagation even for 10-km scale waves, and model output

shows notable upstream tilt suggesting that the waves are indeed propagating, nonetheless

model output shows them decaying near 3 km.

Therefore, simple (2-D, uniform impinging flow) linear theory predicts the presence of

standing waves rising above the major ridges of the Olympics, but not always the decay of

these structures which is simulated in MM5. The vertical structure of the impinging flow

offers two explanations why waves might decay even when simple linear theory predicts

propagation. Figure 2.11b and d show a vertical cross-sections of the flow, taken perpen-
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(c)

(a)

(d)

(b)

Figure 2.11: Wave structure, stability and directional critical level. (a) Winds at time of

maximum rainfall (14 UTC) for 20 Oct case are shown with barbs at 1 km (gray) and 3 km

(black) (full barb= 10 kts). (b) Cross-section (at location of bold line in (a)) of vertical

velocities, and cross-ridge circulation. Contours of equivalent potential temperature are also

shown (light gray lines, interval of 1.5 K). Note that the mountain wave decays as it passes

through the warm front aloft, where the stability drops and the cross-ridge component of

the wind approaches zero. (c) and (d) are the same as (a) and (b), but for a time during

the 28 Nov case.



43

dicular to the ridge, with contours of vertical velocity and equivalent potential temperature

(θe) as well as velocity vectors in the plane of the cross-section. The θe lines coincide with

stream lines for moist pseudo-adiabatic flow, and their vertical spacing is a rough indicator

of moist stability. Decay of the waves in the vertical velocity field occurs near the height

where the θe lines become much more widely spaced, above the warm frontal boundary. The

drop in stability which this implies represents a change in the propagation characteristics

of the atmosphere (namely the index of refraction of the gravity waves), which may cause

a vertically propagating wave to become evanescent and decay with height (e.g., Smith,

1979). But, directional shear in the profile of impinging winds also occurs near this height

(associated with the warm advection beneath the front), forming a directional critical layer

where the winds become parallel to the phase lines of the waves forced by the topography.

Gravity waves are unable to propagate through such a level as their energy is absorbed or

advected downstream (Shutts, 1998; Doyle and Jiang, 2006). Figure 2.11a and c show the

1 km and 3 km winds. As expected from the theory of critical levels, the height at which

the mountain wave vertical motions decay to near zero coincides with the height at which

the cross-ridge winds become negligible due to the veering with height. Examining the time

evolution of the wind and stability profiles and wave structure throughout this and other

simulated storms reveals that the vertical extent of the mountain wave co-varies with the

height of the warm front aloft, however it is unclear if this is due to the changes in wind

direction or stability across the front.

While the above-described mechanisms are the predominate control on the rainfall dis-

tribution for each case, distinctly different patterns and processes dominated during a few

periods of our case studies. These departures are interesting in that they lend insight into

what processes can lead to an unexpected rainfall pattern, and may be the rule rather than

the exception either in other geographical regions or in past or future climates. We will

explore the two principal exceptions we encountered in the following two subsections.
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Figure 2.12: Modeled and observed rainfall distribution for early portion of 28 Nov storm,

with low freezing-level. (a) Accumulated precipitation over western Olympic Mountains

between 05 and 10 UTC in MM5 1.33 km simulation with Reisner2 microphysics. (b)

Accumulated precipitation for the same period as in (a) for sites along gauge transect, from

observations and 1.33 km MM5 domain for different microphysical parameterizations.

2.3.3 Influence of the freezing level : 28 Nov 2003

The synoptic forcing leading to the 28 Nov 2003 event included the passage of a mature

surface low pressure center to the north of the Olympic peninsula. Heavy precipitation (>

10 mm hr−1) occurred throughout an 8 hr period of warm advection and rainfall quickly

dropped off after a cold-frontal passage. Both observations and model output of storm-total

precipitation for this event, shown in Figure 2.9, show enhancement over the ridge, however

the enhancement is not as strong or well-simulated as in the 20 Oct case. There was a

timing error in the simulation of the storm, so all model output has been shifted forward in

time by 6 hrs.

Throughout the main portion of the storm, steady mountain waves occurred over the

ridges and the mechanisms discussed for the 20 Oct storm dominated the precipitation

pattern. However, early in the storm a distinctly different precipitation pattern occurred,
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Figure 2.13: Cross section of modeled precipitation sources (contours, interval of 1×107 s−1)

and trajectories at 10 UTC on 28 Nov 2003. The section is taken parallel to the low level

flow (along bold line shown in figure2.12). Plotting conventions are as for figure 2.10d. Note

the shallower slopes of the hydrometeor trajectories as compared to those in Figure 2.10d.

which is masked in the storm total by the more voluminous rainfall that followed.

During the beginning of the 28 Nov event (05-14 UTC), observed ridge-top temperatures

were near freezing, and the modeled KUIL soundings showed a low freezing level (near

800 hPa). The MM5 matches the basic structure of the 12 UTC Nov 28 KUIL sounding,

but under predicts the freezing level by over 1 km (since it misforecast the altitude of

the front aloft). During the hours immediately before and after the sounding the MM5

significantly under-predicts the precipitation rates at high elevation sites. This may be due

to the low simulated freezing-level which could have led to excess advection of snow into

the lee. Nevertheless, during the earliest hours of the storm (06-10 UTC) observations and

the simulation agree better and both show an atypical pattern of precipitation. Figure

2.12a shows a map of simulated precipitation totals over the Olympics during this period.

Precipitation does not maximize on the crests of the southwestern Olympic ridges, but

rather over their lee slopes (the wind being from the SSE). The transect in 2.12b shows that
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while the details of the precipitation distribution are not all captured by the MM5 Reisner2

run, both model and the gauges portray a pronounced maximum shifted away from the

ridge crest into the lee.

Due to the much slower fall-speed of snow compared to rain, periods with low freezing-

level and strong cross-barrier flow can be associated with enhanced spillover of orographic

precipitation onto lee slopes (e.g., Sinclair et al., 1997). Figure 2.13a shows a cross-section

of cloud water, precipitation source terms, and hydrometeor back-trajectories analogous to

Figure 2.10d. The hydrometeor trajectories shown are significantly shallower than those

depicted in 2.10d (as well as those simulated during the peak of the 28 Nov rainfall), and

trajectories ending in the lee valley pass through the region of enhancement while those

ending on the windward slope do not, suggesting that advection of slow falling snow into

the lee is responsible for the abnormal pattern. The exaggeration of the lee maxima in

the Simple Ice run (Figure 2.12b) is consistent with prior results showing that the scheme

advects too much precipitation (in the form of snow) onto the lee slopes due to the neglect

of supercooled water and faster-falling graupel (e.g., Colle et al., 2005). The more typical

ridge-top enhancement pattern found in the Warm Rain simulation supports the notion

that the lee-side maxima is due to processes involving frozen hydrometeors. Our findings

are in agreement with those of Zängl (2007), who presented observations of enhancement

in the lee of narrow mountains in the Alps during storms with low freezing levels. His

simulations of these Alpine storms suggest that when the freezing-level is located near the

crest of a narrow mountain, lee-side enhancement is produced via a combination of downwind

advection of frozen hydrometers generated in the orographic cloud, and by the flux of frozen

hydrometeors through the freezing-level associated with mountian wave descent.

2.3.4 Influence of convection: 17 Jan 2005

The 17 Jan event was part of a prolonged period of several days of heavy rains that occurred

as a mid-level short wave passed, and a low level baroclinic zone was maintained over the

region. There was no passage of distinct surface fronts during this case, only a diffuse frontal

zone of warm advection. As with the 20 Oct case, the freezing level remained more than
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Figure 2.14: Modeled and observed rainfall distribution for stable and unstable portions of

17 Jan storm. (a) shows accumulated precipitation simulated over western Olympic Moun-

tains between 00 and 16 UTC on 17 Jan 2005 (stable period). (b) Precipitation for sites

along gauge transect from observations and 1.33 km MM5 domain using different microphys-

ical parameterization during same period as in (a). (c) Shows accumulated precipitation

simulated between 22 UTC on 17 Jan, and 12 UTC on 18 Jan (convective period). (d)

Precipitation for sites along gauge transect from observations and 1.33 km MM5 during

same period as in (c).
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1 km above the ridges. Early in the storm, collection in stable orographic clouds over the

ridges dominated the rainfall pattern as detailed for the 20 Oct event. Near 17 UTC on

17 Jan, a transition to unstable conditions occurred. The MM5 accumulated precipitation

for this event showed a typical pattern of ridge-crest enhancement over the northernmost

ridges of the western Olympics, but an atypical valley maxima over the Quinault valley

(Figure 2.9e). The transect of gauge observations (Figure 2.9f) also shows some indication

of a valley maximum, in addition to a subdued maximum over the crest.

Near 18 UTC on 17 Jan 2005, both observed and simulated soundings from KUIL showed

a transition from stable/neutral to neutral/unstable conditions at low-to-middle levels (the

simulated squared moist buoyancy frequency between 1 and 3 km (Durran and Klemp, 1982)

changed from 8.7×10−5 s−2 at 14 UTC to −3.9×10−5 s−2 at 22 UTC). Accompanying this

was the disappearance of the steady waves of cloudwater and vertical motion over the ridges,

and the appearance of individual transient cells of which began precipitating offshore and

were advected across the mountains (apparent in 10 min model output (not shown)). These

features consisted of elevated cores of upward motion, with flanks of subsidence, indicative

of cellular convection. The precipitation rates associated with these features more than

doubled as they encountered the topographic barriers of the Olympics.

Simulated precipitation totals from before and after the transition to unstable conditions

are depicted in Figure 2.14a and c. After the transition to cellular convection, the pattern

of rainfall over the region of our field study was less tightly tied to the topography, and

included a rainfall maximum in the Quinault valley which occurred as a result of transient

cells which tracked over the valley. Channeling of flow into the valley did not appear to

play a role. Gauge observations also exhibit an abnormal pattern during this period, with

a valley rainfall maximum, in contrast to the more typical ridge-top maximum seen in the

earlier portion of the storm (Figure 2.14b). These results suggest that during times of

convection, the absence of mountain wave generated cloud water over topographic ridges

and the scattered tracks of individual convective cells may lead to precipitation patterns

which are fundamentally distinct from typical storm totals and the climatological mean.

Stationary bands of of convection were briefly simulated late in the 20 Oct case (not

shown). Like those examined by Kirshbaum et al. (2007) these rainbands were only a
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few kilometers wide, triggered over topography, and aligned parallel to the low-level flow.

These bands were not modeled on the 4 km domain, as they were too small to be resolved

by such a grid; thus they represent a feature of mountain precipitation not captured by the

operational forecasts, and may account for some of the discrepancies between the models

and observations. However, the excellent agreement between the 4-km MM5 and our gauge

network over the Western Olympics suggests that, at least in that region, such banded

convection is not a dominant mechanism shaping the precipitation climatology.

2.4 Composite analysis of precipitation climatology

The above-analyzed case studies yield suggestions as to the importance of various atmo-

spheric factors in controlling the small-scale distribution and enhancement of mountain pre-

cipitation. For instance, changes in wind direction during the course of storm events (e.g.

those shown in Figure 2.7) did not result in noteworthy changes in the spatial structure

of precipitation, whereas changes in the height of the freezing-level appeared to drastically

reshape the pattern.

We have already shown that the pattern of ridge-valley enhancement found in our case

studies dominates for the majority of storms and in the climatological mean. We now use

our gauge observations and the archived MM5 forecasts to test hypotheses about what

factors are responsible for variations in the ridge-valley precipitation pattern. To do so we

composite rainfall totals at sites within our field study area based upon upwind atmospheric

conditions.

Figure 2.15 shows 12 hr accumulated precipitation, composited based upon 12 hr av-

eraged 2-m temperatures measured at BKBW, as a function of distance along the gauge

transect for the water year 2006 field season. For warm temperatures (> 5o C) the en-

hancement of rainfall over the ridge is pronounced. However, for colder temperatures, the

ridge-valley enhancement is minimal. Each year of gauge data was analyzed separately,

since very few gauges were continuously operational for the full duration of all four field

seasons. However, similar results of reduced enhancement at low temperatures were found

for all but one field seasons (water year 2005). This relationship between surface tempera-

ture and enhancement could be associated with changes in the height of the freezing-level,
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Figure 2.15: Observed average 12hr precipitation patterns composited based upon 2 m

temperature at BKBW station for the water year 2006 field season. Each figure shows the

average 12 hr accumulated precipitation at the gauge sites during periods when the lowland

temperatures are within the labeled intervals. The number of events used for each composite

is noted as “samples”. Rainfall events with gauge network averaged precipitation rates of

less than 6 mm / 12 hrs were excluded from the analysis.

and downwind drift of frozen hydrometeors as discussed in the section 2.3.3. Alternatively,

this relationship may be an artifact of measurement errors, since under-catch during periods

of ridge-top snow and valley rain (as discussed in section 2.2.2) may distort the observed

pattern and lead to the false appearance of reduced enhancement during cold periods.

Figure 2.16 is equivalent to Figure 2.15, but was constructed using the archived MM5

output from October 2005–December 2007. Using the model output avoids the obser-

vational uncertainties associated with undercatch of snow, and offers a more continuous

dataset resulting in a larger sample size. As for the observations, the pattern shows a
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Figure 2.16: MM5 average 12 hr precipitation patterns composited based upon 2 m tem-

perature simulated at site of BKBW station for Oct 2005 through Dec 2007. Methods and

conventions used are equivalent to those for Figure 2.15.
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temperature dependence, albeit less pronounced. While all temperature bins exhibit the

same fundamental pattern of enhanced precipitation on the ridge-top relative to the valleys,

this enhancement becomes more subdued with decreasing temperature. Although there is

a modest suggestion of increase in lee-side precipitation at low temperature, there is not

evidence of a distinct lee-side peak in enhancement (as shown in Figure 2.12 and Zängl

(2007)). This may be absent because it is not a dominant and persistent feature of the

climatology. Alternatively, it may be an important feature that requires a finer grid spacing

than 4–km to be properly resolved.

We have conducted the same compositing using other upwind metrics that would be

expected to have bearing upon the pattern of orographic precipitation including 10 m wind

speed and wind direction, precipitation rate, and low-level water vapor flux at BKBW.

Results (not shown) indicate that, both in MM5 and observations, the basic form and

amplitude of the ridge-valley precipitation pattern are remarkably insensitive to changes

in the considered parameters. The ridge-top maxima is a pronounced feature both during

events with ridge-parallel and ridge-perpendicular winds, for events with a range of wind

speeds, and during events with both light and heavy upstream rainfall rates. While there are

significant variations in the precipitation pattern, they do not appear to be systematically

related to these other parameters in a simple way.

2.5 Discussion

The consistent pattern of observed ridge-top enhancement, coupled with results from our

case study analysis (and backed-up by aircraft observations during the IMPROVE II field

campaign (Garvert et al., 2007)) point to the collection of cloud droplets in low-level wave

clouds forced by ascent over individual ridges as the dominant control on precipitation pat-

terns over the western Olympics. Bergeron’s conceptual model of the seeder-feeder mecha-

nism aids in explaining the enhancement occurring over the ridges of the Olympics. How-

ever, in our simulations, as found in previous work (e.g., Browning et al., 1974), there is no

clear separation between synoptically forced clouds and orographically-forced clouds, both

of which seed and feed the collection process. We also find that the sloping trajectories of

hydrometeors play an important role, and during periods of low freezing-level the slow fall-
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speeds of frozen hydrometeors can drastically alter the pattern. The cross-ridge flow, which

is a major feature of the climatology in the southwestern Olympics (Figure 2.3), plays a

key-role in determing the regions of enhancement, and may be related to the blocking of the

low-level air on the scale of the entire range. Variations in microphysical parameterizations

do not fundamentally alter the the ridge-valley enhancement pattern, suggesting it does not

depend on complex microphysical interactions for its existence.

Previous studies have identified other physical mechanisms as potentially important

components of orographic enhancement, including: small-scale turbulence (e.g., Houze and

Medina, 2005), banded convection (e.g., Kirshbaum et al., 2007), and lee-side stratification

(e.g., Zängl, 2005). While these may be key components of some individual storms, we

find that over the western Olympic Mountains they do not need to be invoked in order to

understand the basic climatological precipitation pattern on the ridge-valley scale.

In model simulations the enhancement occurs at very low levels (<1km) over the terrain.

This suggests that it would be difficult to fully characterize the rainfall using traditional

ground-based scanning radar, which must scan at significantly high elevation angles to avoid

terrain blockage and ground clutter. Therefore, unless optimally placed, ground-based radar

may tend to greatly underestimate surface rainfall over the Oylmpics (e.g., Kitchen and

Blackall, 1992).

The structure of small-scale mountain waves may represent a fundamental control on

both precipitation patterns and the efficiency of orographic precipitation. Smith and Barstad

(2004) have already examined how linear mountain wave dynamics control orographic pre-

cipitation for the case of uniform, stable upstream flow, and their model can be tuned to

reproduce well the patterns of precipitation observed over the Western Olympics (Anders

et al., 2007). However, Smith’s model does not represent the inherent nonlinearity asso-

ciated with the collection processes which constitute the principal source for precipitation

over the ridges of the Olympics. Thus, while the linear model provides a simple and elegant

representation of the precipitation processes, care must be taken in the physical interpretion

of its results since the neglect of nonlinear cloud processes can mask important threshold

behaviors (Jiang and Smith, 2003). Directional shear and changes in stability with height

may limit the vertical extent of mountain waves and associated orographic clouds. We
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do not expect the vertical extent of the small-scale wave clouds to have a major bearing

upon the small-scale patterns of surface rainfall, since these patterns must be most strongly

controlled by the cloud structure in the lowest kilometer or so (since, due to downwind

advection, rainfall originating from higher levels cannot consistently translate into patterns

as tightly tied to narrow terrain features as we have observed (Bergeron, 1968)). However,

the depth of the cloud forced by the ridge may affect the amount of enhancement that

occurs (e.g., Carruthers and Choularton, 1983; Choularton and Perry, 1986) and present

a strong control on the efficiency with which moisture is extracted from the incident flow

and converted to precipitation (as represented by the “drying-ratio” metric (Smith et al.,

2003)).

The robustness of the patterns we have observed in the Olympics lead us to believe that

they can likely be generalized to other mountain regions with significant ridge-valley relief,

that receive much of their precipitation as rain under stable conditions during the passage of

mid-latitude cyclones. Despite the presence of similar simulated patterns over the Cascades

(Figure 2.2) we have less confidence in generalizing the observed patterns to colder regions.

During heavy rainfall in the Olympics the freezing level is often situated above the height

of the windward ridges, and accordingly, the low-level collection responsible for the ridge-

valley pattern is not strongly controlled by ice-phase processes. Relative to the Olympics,

large biases have been identified in MM5 forecasts over the higher Cascades, perhaps due

to the increased importance of ice-phase microphysics. Also, the downwind drift of snow

(e.g. Figure 2.12 and Zängl (2007)) may drastically alter the pattern during cold events. In

regions where rainfall from convective events plays a major role we expect that small-scale

patterns may differ notably, as the lack of steady wave clouds, and the presence of features

such as banded convection (e.g., Kirshbaum et al., 2007), and transient cells (as discussed

in section 2.3.4) can lead to fundamentally different patterns.

The persistence of the small-scale precipitation patterns in the Olympics provides poten-

tial for strong interactions between surface processes and mountain climates. For instance,

Anders et al. (2008) have coupled a model of surface erosion and a linear model of orographic

precipitation (Smith and Barstad, 2004) to show how small-scale patterns of rainfall and

topography can co-evolve on geological time scales. Stolar et al. (2007) have examined how
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the spatial pattern of Olympic-Mountain precipitation influences uplift, erosion rates, and

the shape of the range. Moreover, small-scale patterns of mountain rainfall may act as

a control on the pattern of shallow landslide hazard in the Olympic mountains, since soil

saturation due to extended and/or heavy rainfall is a prime trigger for such landslides (e.g.,

Caine, 1980).

Key questions remain in regards to the importance of various factors in limiting the pre-

dictability of mountain precipitation. Deficiencies in model parameterizations (particularly

microphysics), horizontal resolution, and initialization have all been cited as major contrib-

utors. The excellent agreement between the modeled and observed climatology implies it is

unlikely that there are major systematic biases in the model’s representation of the funda-

mental precipitation processes over the region. Yet, major shortcomings are present in the

model’s representation of individual events. For major Olympic mountain storms, the rela-

tively small differences in simulated precipitation between microphysical parameterizations

of various complexity suggest that microphysics alone are not the largest source of forecast

error in this region. We posit that initial condition errors may impose an important limit

on precipitation predictability for many storms. To test this hypothesis requires further

work using tools such as ensemble methods to quantify mesoscale predictability limitations

arising from uncertainties in upstream initial conditions (e.g., Torn and Hakim, 2007).

2.6 Conclusions

Analysis of case studies and climatologies from both dense gauge observations and high-

resolution mesoscale model output over the western Olympic Mountains has revealed the

following:

• Persistent small-scale patterns of precipitation occur over the ∼10 km wide, ∼800 m

high ridges and valleys of the western Olympic Mountains. These patterns are char-

acterized by a 50–60% excess accumulation over the ridges relative to the adjacent

valleys in the annual mean.

• The MM5 shows excellent skill in simulating these patterns at seasonal time scales,

however major errors exist for individual storms. These errors are not obviously
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related to deficiencies in model resolution or microphysics alone, and may be due in

part to initial condition errors.

• The mechanism responsible for the ridge-top enhancement of precipitation is similar

to Bergeron’s conceptual seeder-feeder model. Regions of enhanced condensation of

cloud water are produced by ascent in stable flow over the windward slopes of major

ridges. Within these clouds precipitation generated on the synoptic and mesoscale

grows by collection of, leading to enhanced precipitation which is advected by the

prevailing winds.

• Under atypical conditions, fundamental changes in small-scale patterns may occur.

During periods of low freezing-level, advection of falling snow over the major ridges

may lead to a lee-side or valley maximum of precipitation. During unstable conditions

the tracks of individual convective cells can play a major role in determining the

rainfall pattern.

• Case studies and composite analysis suggest that departures from the pattern of ridge-

top enhancement are rare; the basic patterns and processes appear robust to changes

in temperature, winds, and background rainfall rates.
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Chapter 3

SPATIAL PATTERNS OF OROGRAPHIC RAINFALL AND
SHALLOW LANDSLIDE SUSCEPTIBILITY 1.

3.1 Introduction and Background

One of the primary triggers for shallow landslides on soil mantled landscapes is high intensity

and/or long duration rainfall (e.g., Caine, 1980; Guzzetti et al., 2008). Over mountainous

regions, where slides tend to occur, atmospheric circulations forced by the topography lead

to distinct rainfall patterns that may include greater than two-fold differences in accumula-

tion over horizontal distances of a few kilometers (e.g., Bergeron, 1968; Smith et al., 2003;

Roe, 2005; Kirshbaum and Durran, 2005). However, it is not generally known how strongly

such spatial variations of rainfall control slope stability. If the influence is sizable, and

the rainfall patterns are predictable, then climatologies and/or forecasts of kilometer-scale

rainfall patterns may prove valuable for landslide hazard assessment and forecasting.

In this study we will distinguish between different timescales on which rainfall character-

istics affect the spatially variable likelihood of landslide occurrence over a region. Landslide

probability on storm timescales will refer to the likelihood of slope failure during a single

storm or series of storms that may last from hours to weeks. This may be strongly influenced

by the detailed features of a given storm such as its intensity, duration, track, structure,

and interaction with the topography. This contrasts with landslide susceptibility on clima-

tological timescales, which will refer to the spatially variable likelihood of failure given the

distribution of storms that occur in a region over the course of years to millennia. This

depends on the statistical properties of the climatological distribution of storms, including

the average, variability, and extremes of storm intensity, duration, etc.

Previous work on rainfall patterns and slope stability is limited and almost exclusively

1The contents of this chapter are published in Minder et al. (2009), c© 2009 American Geophysical Union.
The published version may be found at: http://www.agu.org/journals/wr/wr0904/2008WR007027/
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has focused on the storm timescale. Some of these studies have used slope aspect and

wind direction in an attempt to empirically relate the pattern of wind driven rainfall to

the locations of slope failures (e.g., Pike and Sobieszczyk, 2008), but these studies typically

neglect horizontal variations in rainfall rate (the vertical flux of rain), variations which,

as mentioned above, can be quite large. Recently researchers have begun to use small-

scale rainfall patterns in modeling slides triggered by individual storms. In New Zealand a

landslide forecasting system is being developed using physically based models of hydrology

and slope stability forced by rainfall from a numerical weather prediction model on a 12 km

horizontal grid (Schmidt et al., 2008). However, while small-scale rainfall forecasts have

been used in this modeling efforts, the authors stopped short of quantifying the effect of the

spatial rainfall variations or the value added to their predictions by considering them.

Other studies have used ground- and space-based radar measurements to estimate the

rainfall distribution and relate it to slide locations (Campbell, 1975; Wieczorek et al., 2001;

MacLeod, 2006; Chang et al., 2008). Uncertainties with estimating surface rainfall from

radar can limit the effectiveness of such methods (e.g., Wieczorek et al., 2001; MacLeod,

2006), however a combination of radar and gauge observations can be use to make a more

confident analysis of the rainfall pattern (e.g., Chang et al., 2008). Using NEXRAD radar

Wieczorek et al. (2001) found that a localized (∼5 km radius) region of particularly heavy

rainfall was colocated with many of the slope failures occurring during an extreme convective

storm on June 27, 1995 in the Blue Ridge Mountains of Madison County, Virginia. Using

a physically based transient model of slope stability forced by radar derived rainfall from

this event, Morrissey et al. (2004) found significant “spatial and temporal variations of the

factor of safety” (a measure of slope instability) correlated with the movement of individual

convective storm cells, just a few kilometers in width, across the landscape. Results from

this event suggest an important role for small-scale rainfall features in determining where

slide are triggered on the storm timescale. Yet, if the rainfall from such convective cells is

distributed randomly across a region from storm to storm they will have no net influence

on the pattern of susceptibility over climatological timescales. For spatial variations in

mountain rainfall to influence the climatological pattern of landslide susceptibility they

must be both large and persistent enough. Whether this is the case on small (10 km or less)
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scales remains an open question.

In mapping landslide susceptibility over climatological timescales, spatial distributions

of various parameters (e.g. slope, drainage area, vegetation, bedrock geology) are often

used. Quantitative hazard assessment is typically accomplished either through the use of

empirical models (e.g., Gupta and Joshi, 1990; Baeza and Corominas, 2001; Lee et al., 2003;

Saha et al., 2005), or spatially distributed physically based models of slope stability and

hydrology (e.g., Montgomery and Dietrich, 1994; Wu and Sidle, 1995; Casadel et al., 2003;

Morrissey et al., 2004). Information on 10 km scale spatial variability of rainfall is very

seldom considered in long-term susceptibility analysis, in part because mountain rainfall

patterns have not been well observed or understood on those scales. However, in recent

years it has become clear that large variations in precipitation occurring on spatial scales

of 10 km or less are a persistent and predictable feature of mountain climates in a variety

of regions (James and Houze, 2005; Anders et al., 2006, 2007; Minder et al., 2008). A bet-

ter understanding of the impact of these variations may have important applications. For

instance, researchers have been developing techniques to use intensity-duration thresholds

for slope failure, and satellite-borne radar estimates of precipitation at 0.25◦ × 0.25◦ hori-

zontal resolution to issue near real-time assessment of landslide hazard (Hong et al., 2006).

However, the effects of subgridscale variations in rainfall on such a system have not been

determined. Furthermore, observations of precipitation in mountainous regions are usually

sparse. As a result, studies of landslides often are forced to rely upon gauge observations

from a single point to characterize the rainfall over an entire study region (e.g., Casadel

et al., 2003; Gorsevski et al., 2006, provide recent examples). Available gauges tend to be

sited in accessible lowlands and valleys (Groisman and Legates, 1994), locations that may

poorly represent conditions at the locations where slides occur. Yet the errors in hazard

assessments due to the distance between gauge observations and landslide locations have

not been well quantified.

We aim to better characterize the influence of small-scale rainfall patterns on climato-

logical shallow landslide susceptibility. To do so we consider two adjacent watersheds in the

Olympic Mountains of Washington state and use a modeled rainfall climatology (supported

by observations) to force a simple model of slope stability in order to address the following:
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What effect on landslide susceptibility may be expected from rainfall variations occurring

over spatial scales of 10 km? How large of a bias in hazard assessment may occur if a

lowland station is used to characterize precipitation across a mountainous catchment? How

does spatial variability of precipitation compare to spatial variability in soil properties for

determining variations in slope stability?

3.2 Rainfall and Landslides over the Western Olympic Mountains

The Olympic Mountains of Washington State receive copious amounts of precipitation over

their western (windward) slopes. Most of this rainfall occurs during midlatitude cyclones as

stably stratified moist air from over the Pacific is forced over the topography by southwest-

erly winds. Precipitation at locations in the Olympics can amount to over 5 m in the annual

total. Using 6 years of forecasts from the MM5, a high-resolution (4 km in the horizontal)

weather model used for operational forecasts in the Pacific Northwest (Mass et al., 2003,

and http://www.atmos.washington.edu/mm5rt/mm5info.html), a small-scale precipitation

climatology was developed over the region (Anders et al., 2007). This climatology suggests

that substantial enhancement of storm total and annual mean precipitation occurs over 10–

20 km scale ridges relative to the adjacent valleys (Anders et al., 2007; Minder et al., 2008).

The most pronounced enhancement in the model occurs over a 15 km wide, 1 km high to-

pographic ridge separating the Queets and Quinault basins (Fig. 3.1 shows the topography

of the basins).

Four years of observations from a high density network of precipitation gauges in the

region support the model climatology, with MM5 and gauges both showing 60 to 80 % more

rainy-season (October-May) precipitation atop the ridge than in the valleys that flank it.

Figure 3.2 shows a comparison of annual total precipitation from the MM5 and observations

at gauge locations in a transect across the ridge for most of one rainy season (locations of

the gauges are shown in Figure 3.3). The model captures well both the amount and spatial

distribution of precipitation across the gauge network, with the model’s normalized route

mean squared error in rainy season total precipitation at the gauge sites ranging from

10–22 % (Minder et al., 2008). Favorable performance of the MM5 is found despite the

coarseness of its 4 km mesh relative to the ridge-valley topography, and MM5 case studies
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Figure 3.1: Topography and mapped slides for the Queets and Quinault basins (location

of the basins within Washington State are shown in inset map). Elevation is shaded in

grayscale and ranges from 0 – 2.2 km. Shallow slides are shown in red, and deep-seated

slides are green. Mapped slides include scar and runout, and complete mapping has only

been done for the Quinault basin. The white line indicates the divide between the two

basins. The blue box indicates the location of Figure 3.5.
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with higher (1.33 km) resolution produce similar rainfall (Minder et al., 2008). The pattern

of ridge-top enhancement is a particularly robust feature of heavy rainfall events (Minder

et al., 2008), during which the ridge can receive over three times the rainfall of adjacent

valleys (Anders et al., 2007). While individual major storms are frequently misforecast by

the model, on average the precipitation modeled for major storms is quite realistic (Anders

et al., 2007; Minder et al., 2008).

0

500

1000

1500

2000

0 5 10 15 20

Top events

0

500

1000

1500

2000

Pr
ec

ip
ita

tio
n 

(m
m

)

0 5 10 15 20

Remainder

0

1000

2000

3000

4000

0 5 10 15 20
0

1

2

3

El
ev

at
io

n 
(k

m
)

Season Total

0

500

1000

1500

0 5 10 15 20
0

500

1000

Pr
ec

ip
ita

tio
n 

(m
m

)

0 5 10 15 20
0

1000

2000

3000

0 5 10 15 20
0

1

2

3

El
ev

at
io

n 
(k

m
)

0

500

1000

1500

2000

0 5 10 15 20
0

500

1000

1500

Pr
ec

ip
ita

tio
n 

(m
m

)

0 5 10 15 20
0

1000

2000

3000

0 5 10 15 20
0

1

2

3

El
ev

at
io

n 
(k

m
)

0

500

1000

1500

2000

2500

0 5 10 15 20
distance along transect

NW to SE (km)

0

500

1000

1500

2000

Pr
ec

ip
ita

tio
n 

(m
m

)

0 5 10 15 20
distance along transect

NW to SE (km)

0

1000

2000

3000

4000

5000

0 5 10 15 20
0

1

2

3

distance along transect
NW to SE (km)

El
ev

at
io

n 
(k

m
)

wy2004

wy2005

wy2006

wy2007

Distance along transect
NE to SW (km)

P
re

ci
p

it
at

io
n

 (
m

m
)

Figure 3.2: Total modeled and observed precipitation at locations along the transect of

gauges shown in Figure 3.3, for November–April of 2004–2005. Elevations of gauge sites are

shown by the shaded terrain profile (the model elevations interpolated to the gauge sites are

shown with the dashed line). Gauge observation are shown in black and model climatology

interpolated to gauge locations is shown in gray (figure adapted from Minder et al. (2008)).

Shallow landslides are a pervasive feature in the western Olympic Mountains. Mapped

shallow and deep-seated landslides in the Queets and Quinault basins are shown in Figure

3.1. These were primarily surveyed by Lingley (1999) using areal photography and made

available as a digital coverage by the Washington State Department of Natural Resources

Landslide Hazard Zonation Project (http://www.dnr.wa.gov/forestpractices/lhzproject/).
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Figure 3.3: Maximum 24 hr averaged rainfall rate from 7 yrs of MM5 high-resolution atmo-

spheric model iterations (reinterpolated from the 4 km MM5 grid to 1 km). The location of

the Black Knob weather station (BKBW) is indicated with a star, and the location of the

gauge network of Anders et al. (2007) and Minder et al. (2008) is shown with circles.

This region has a variety of land cover, with vegetation ranging from mature forest (> 50 yrs

old) to clear-cuts. The surface geology is also variable, including Quaternary alpine glacial

deposits as well as Tertiary marine sedimentary and volcanoclastic rocks (broken by a

number of faults, shearing, and bedding structures) (Lingley, 1999).

3.3 Methods

We wish to quantify the effect that spatial variations in climatological precipitation may have

on shallow landslide susceptibility. To this end we will use the rainfall pattern from the MM5
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as a best estimate of the rainfall distribution over the region, and the SHALSTAB model

of slope stability (Montgomery and Dietrich, 1994) as a representation of the fundamental

physics governing landslide triggering by rainfall. Our aim is to determine, in a semi-

idealized context, if climatological rainfall patterns similar to those found in the Olympic

mountains represent a large enough physical signal to play an important role in determining

landslide susceptibility. It is not our intent to directly test whether considering rainfall

patterns improves prediction of landslide locations, as uncertainties in our datasets (e.g.

rainfall climatology, landslide mapping, and soil properties) make such a task intractable.

The SHALSTAB model (Montgomery and Dietrich, 1994), utilizes GIS software to cou-

ple an “infinite-slope” stability model with a steady-state model of rainfall infiltration and

topographic-driven flow of water within the soil. The only detailed spatial information

required by the model is a high resolution digital elevation model (DEM) of the topogra-

phy. By assigning spatially-uniform mean values to other, often poorly mapped, parameters

the model can be used to indicate where topographic factors make slopes prone to failure,

with steep, convergent slopes identified as the most unstable (Montgomery and Dietrich,

1994). Since root strength offers significant reinforcement in forested regions, we consider a

formulation of SHALSTAB that includes the effective soil cohesion due to vegetation (Mont-

gomery et al., 2000). However to avoid making assumptions about landslide size we consider

only basal cohesion and not cohesion around the perimeter of the slide. SHALSTAB may

be applied by solving, at each DEM grid cell, for the critical value of a chosen parameter

at which failure should occur. In principle any parameter may be used. We choose to solve

for critical soil cohesion as our measure of slope instability:

Ccrit = zρwg cos2(θ) tan(φ)

×
[
a

b

q

T

1
sin(θ)

− ρs
ρw

(1− tan(θ)
tan(φ)

)
]
, (3.1)

where q is a steady-state precipitation flux, g the is acceleration due to gravity, T is the

saturated soil transmissivity, a/b is the contributing drainage area per gridcell length (calcu-

lated as in Montgomery et al. (2000)), ρs is the wet bulk density of the soil, ρw is the density



65

of water, θ is the angle of the topographic slope, φ is the angle of internal friction, z is the

soil depth, and Ccrit is the critical cohesion of the soil. Actual soil cohesion likely varies

greatly across our study area due to variations in vegetation and land use, however solving

for Ccrit means we need not make assumptions about the actual cohesion. Note that in the

model slopes that become saturated have their critical cohesion set to the value occurring

at saturation, as excess water is assumed to run off as overland flow. For given topography

and soil parameters, locations predicted to remain stable under saturated conditions, even

without soil cohesion, are termed “unconditionally stable”.

In our SHALSTAB simulations we use a 10 m DEM grid, the highest resolution available

for our study area. To isolate the effects of spatial variability in rainfall we assume uniform

values for soil depth and material properties (Table 3.3). These values were mostly taken

from previous studies in the Oregon Coast Range (e.g., Montgomery et al., 2000), and are

only meant to represent reasonable mean values for illustration.

Table 3.1: Uniform values for soil parameters used in SHALSTAB modeling (symbols defined

in text).

Parameter Value

ρw/ρs 2

z 1 m

φ 33◦

T 65 m2/day

SHALSTAB models the response of soil pore pressures to steady rainfall of infinite

duration. This is an approximation to the pseudo-steady state response of actual soils to

prolonged rainfall, which occurs on a timescale of about 1 day for small slides in diffusive

soils (Iverson, 2000). Many slides are actually triggered by the transient response of pore

pressures to bursts of intense rainfall, which occurs on a timescale of tens of minutes for

shallow slides in diffusive soils (Iverson, 2000). However, we focus on the pseudo-steady

response since it is less dependent upon high-frequency variations in rain-rate (which are
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poorly characterized), and since regions of increased saturation due to this slow response

will be more prone to failure due to transient forcing.

We first run SHALSTAB to calculate the critical cohesion using equation (3.1), including

the spatially varying pattern of rainfall (q(x, y)) predicted by MM5. For this we use the 7

year maximum 24 hr average rainfall rate at each MM5 grid point (Figure 3.3). The 7 year

maximum rainfall rate is used to determine the most hazardous conditions at each location

that would be expected over a climatological timescale. Ideally a period longer than 7 years

would be used to develop a proper rainfall climatology, but we are limited by the extent

of the MM5 dataset and the semi-idealized nature of our study only requires a plausible

climatology. Furthermore, based on the storm-to-storm robustness of the rainfall pattern we

expect a longer climatology would look similar, except perhaps with larger extreme rainfall

rates. A 24 hr averaging period is used since this is the timescale over which pseudo-

steady-state adjustment of groundwater flow occurs (Iverson, 2000). To calculate the 24 hr

rain rates we first construct a time series of 0–12 UTC and 12–24 UTC forecast rainfall

from forecast hours 24–36 of the MM5 runs (initialized twice daily at 0 and 12 UTC). For

practical reasons the 24 hr averages are obtained by using a 24 hr running mean window

that shifts forward in time by 12 hr increments rather than by 1 hr increments, thus the

actual maximum rate is potentially underestimated. Before feeding the rainfall pattern into

SHALSTAB we linearly reinterpolate it to a 1 km grid to smooth out some of the sharpest

gradients introduced by the coarseness of the MM5 mesh.

The pattern of 24 hr maximum rainfall rate shown in Figure 3.3 exhibits both a steady

increase in rainfall towards the interior of the Olympic mountains, as well as variations in

rainfall associated with the major ridges and valleys. This pattern is somewhat different

than the pattern of rainy season total precipitation (shown with the transect in Figure 3.2

and in Anders et al. (2007) and Minder et al. (2008)). While both the season-total and

extreme rainfall patterns exhibit large variations associated with the ridge-valley relief, for

the extreme rainfall the maximum appears to be shifted away from the ridge crest towards

the southeastern slopes of the ridge. Case studies analyzed by Minder et al. (2008) suggest

that such a shift in the rainfall pattern is reasonable.

We consider the results from our first SHALSTAB simulation, using the MM5 rainfall
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pattern, as our best estimate of the true slope stability. We then rerun SHALSTAB twice,

both times with uniform rainfall forcing. For the first of these runs we choose an uniform

rain rate representative of the spatially averaged maximum 24 hr rain rate over the basins:

256 mm/day. Comparison of the output from this run with the original patterned rainfall

run is used to determine how much the rainfall pattern affects landslide susceptibility. For

the second run we use the MM5 rainfall to choose a uniform rain rate representative of the

maximum 24 hr value that would be measured at the location of the Black Knob (BKBW,

shown in Figure 3.3), the nearest weather station with precipitation data for multiple years

that would be readily available for hazard assessment: 141 mm/day. Comparison of the

output from this run with the patterned rainfall run is used to determine the biases that may

occur if lowland observations are used to characterize the rainfall and landslide susceptibility

across a mountainous catchment.

3.4 Results

Figure 3.4 shows Ccrit calculated across the basin using the MM5 precipitation pattern. The

highest values of critical cohesion are greater than 6 kPa, suggesting that those slopes would

fail under the most extreme 7 yr rainfall unless they had significant stabilization associated

with vegetation and root strength. Many of the mapped slides initiate in steep topographic

hollows, and SHALSTAB does qualitatively well at identifying these locations as regions

of high Ccrit (e.g. Figure 3.5). We make a cursory check on the ability of SHALSTAB to

identify the locations prone to failure using methods analogous to Montgomery et al. (1998).

More specifically, for each of the shallow landslides mapped in Figure 3.1 we associate the

slide with the location within the mapped slide polygon where the critical cohesion is a

maximum (this is done to better associate the mapped slide, which include both scar and

run-out, with the location of of failure). We bin the frequency of slide occurrence by the

slide’s maximum critical cohesion, and then normalize each bin by the total area in the

study region with that value of critical cohesion. The results from this, plotted in Figure

3.6, show a clear tendency for slides to occur much more frequently with high values of Ccrit,

as should be expected if the model is skillful at identifying the locations where failures tend

to occur. While this analysis does not definitively demonstrate SHALSTAB’s skill, the
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combination of these results with more rigorous evaluations of the model in settings similar

to our study region (e.g., Montgomery et al., 1998) give us confidence in its appropriateness

for this study.
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Figure 3.4: Critical cohesion as predicted by SHALSTAB (equation 3.1) using the MM5

rainfall climatology shown in Figure 3.3. Gray areas represent locations classified as uncon-

ditionally stable or with Ccrit = 0.

Figure 3.7 shows the difference in Ccrit that occurs when patterned rainfall is used relative

to when uniform rainfall equal to the region average is used. As should be expected, it shows

that neglecting the rainfall pattern causes an overestimate (underestimate) of slope stability

in regions that receive more (less) than the area average rainfall. The change in Ccrit is

modest over most of the study region (< 0.5 kPa), but can be more substantial near the

locations of the minima and maxima in the precipitation pattern (> 1 kPa). A larger fraction
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Figure 3.5: Mapped slides and SHALSTAB modeled Ccrit for the individual hillside indi-

cated by the blue box in Figure 3.1. Elevation are shown with gray-scale shading (shading

interval of 100 m). Regions of high Ccrit are color-shaded according to the inset key. The

perimeters of several mapped slides are delineated in cyan.

of the study region experiences an overestimate than an underestimate of the stability when

the pattern is neglected since the most gentle slopes, which are unconditionally stable, tend

to reside in the lowlands and valleys where rainfall rates tend to be more modest.

Figure 3.8 shows the difference in Ccrit that occurs when patterned rainfall is used

relative to when uniform rainfall from the lowland station BKBW is used. Since nearly all

locations where slides may occur (locations that are not unconditionally stable) receive more

rainfall than the BKBW’s lowland location, Ccrit is found to increase, and the stability is

overestimated, almost everywhere when the rainfall pattern is considered, and by upwards

of 3 kPa in the center of the ridge’s rainfall maximum. In other words, considering the
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Figure 3.6: Number of mapped landslides per km2 in each Ccrit category (calculated as

described in text) for slides mapped in the Queets and Quinault basins and SHALSTAB

calculated values of Ccrit.

rainfall pattern instead of just the lowland precipitation reveals a larger number of slopes

that require significant reinforcement from root strength to resist failure.

We further analyze the results of these experiments by considering bulk statistics from

the runs. Figure 3.9a shows a frequency distribution of Ccrit values for the patterned

and uniform rainfall cases. When the rainfall pattern is neglected in favor of the average

rainfall, the distribution of Ccrit is shifted towards somewhat lower (more stable) values,

corresponding to an overall modest overestimate of the stability of slopes in the study

region. When the rainfall pattern is neglected in favor of the lowland rainfall a much more

substantial shift in the distribution and overestimate of the stability occurs.

Figure 3.9b shows the frequency distribution of the changes in critical cohesion expe-

rienced between the uniform and patterned case (patterned - uniform). Figure 3.9b again

shows that using the rainfall pattern instead of the uniform average precipitation increases
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Figure 3.7: Change in critical cohesion between the SHALSTAB run using the MM5 rainfall

pattern and the run using uniform precipitation equal to the region average of the MM5

rainfall (pattern - average).

Ccrit for some slopes and decreases it for others, indicating that neglecting rainfall patterns

under or over estimates the stability depending upon location. In contrast, using the rain-

fall pattern instead of the uniform lowland precipitation increases Ccrit nearly everywhere,

indicating that uniform lowland rainfall results in a very widespread overprediction of slope

stability.

The scale of the differences in Ccrit can be used to place the impact of spatial rainfall

variations in context. For instance, direct measurements of cohesive reinforcement by roots

in Pacific Northwest forests (collected from the Oregon Coast Range) reveal that typical

cohesion from roots ranges from 6.8–23.2 kPa for industrial forests, and from 1.5–6.7 kPa
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Figure 3.8: Change in critical cohesion between the SHALSTAB run using the MM5 rainfall

pattern and run using uniform precipitation equal to the MM5 rainfall at the location of

the lowland station BKBW (pattern - lowland). The location of BKBW is indicated with

a star.

for clear-cuts <11 yrs old (Schmidt et al., 2001). Therefore, particularly for heavily logged

basins, the maximum biases in the estimate of Ccrit due to use of uniform lowland rainfall

(∼ 3 kPa) are equivalent to a substantial portion of the net reinforcement provided by tree

roots, suggesting that such biases are indeed relevant. Even the seemingly modest changes

in the estimate of Ccrit introduced by using uniform averaged precipitation (as much as

1 kPa) may appear non-trivial in this context.

Figure 3.9c shows the fractional area of the landscape exceeding various values of Ccrit.

This can be used to determine the fraction of the landscape that would be considered
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Figure 3.9: (a) Frequency distribution of Ccrit for SHALSTAB runs with MM5 patterned

rainfall (dashed black line), uniform region average rainfall (solid gray line) and lowland

rainfall (solid black line). The distributions have been normalized by the total area of

the basins, and cells with Ccrit = 0 are omitted. (b) Frequency distribution of changes in

Ccrit between run with patterned and the runs with uniform rainfall (gray line for uniform

average rainfall, black line for uniform lowland rainfall). Distributions have been normalized

as in (b), and cells with change in Ccrit = 0 are omitted. (c) Fractional area of the region

exceeding various values of Ccrit for patterned and uniform rainfall runs (line styles as in

(a)). (d) Fractional change in area exceeding various values of Ccrit between SHALSTAB

runs with patterned and uniform rainfall (line styles as in (b)).
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unstable if a given value of cohesion were present everywhere. For instance, if all soils on

the landscape had a cohesion of 6 kPa, the model would predict that about 7% of our

study region would fail. Figure 3.9d shows the fractional change in the curves of Figure

3.9c that occurs when the precipitation pattern is neglected. For example, if a critical

cohesion threshold of 6 kPa is used, 15% fewer slopes would be identified as unstable when

the uniform average rainfall is used instead of the rainfall pattern, indicating a significant

underestimate of the area in danger of failure. When the uniform lowland rainfall is used

instead of the rainfall pattern 55% fewer slopes would be identified as unstable, indicating a

very substantial underestimate of the area in danger of failure. A higher (lower) percentage

increase in the number of unstable slopes is found if a higher (lower) Ccrit threshold is

used, and the underestimate reaches 64% for the use of lowland rainfall when a 7 kPa is

used. We thus conclude that in regions with large spatial variability in rainfall (such as

the Olympic Mountains) the spatial pattern of rainfall acts to moderately increase the area

prone to shallow landsliding by focusing rainfall on the mountain ridges where slopes are

steep relative to the lowlands and valleys. Additionally, the use of lowland rainfall data

alone to estimate hazard throughout even a relatively small mountainous catchment, may

result in a substantial underestimate of the landslide susceptibility.

3.5 Sensitivity Analysis

Certainly, hillslope properties that we have considered to be uniform in our analysis so

far actually vary significantly on real landscapes. Even if there is a sizable effect on slope

stability associated with rainfall variations, it may be largely overwhelmed by the effect

of variations in other factors. We investigate the relative importance of spatial variability

in different factors by first quantifying the sensitivity of slope stability to characteristic

small-scale rainfall variations, and then comparing this to the sensitivity to variations in

soil properties.

Figure 3.10 shows contours of Ccrit predicted by SHALSTAB as a function of θ and

a/b for the parameters listed in Table 3.3 and uniform rainfall of 260 mm/day (roughly

the mean value from the MM5 rainfall pattern). The stability of any site on the landscape

may be determined by locating the point on such a plot. Note that steeper slopes lead to
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Figure 3.10: Critical cohesion (contoured and labeled every 1 kPa) as a function of tan(θ)

and a/b using the parameters in Table 3.3 and uniform rainfall of 260 mm/day. The most

unstable DEM grid cell in each mapped shallow slide (i.e. those shown in Figure 3.1) is

plotted as a point based on its tan(θ) and a/b values. Regions above the arching bold line

are predicted to become saturated in the model. Locations to the left of the vertical bold

line are unconditionally stable. Note, limitations of our DEM dataset cause underestimation

of steep slopes, thus the slopes for points to the right of the figure are best considered as

representing minimum values.

increased Ccrit, as does greater topographic convergence (a/b). However, increases in a/b

only increase Ccrit until the soil reaches saturation (this occurs along the arching bold line

in Figure 3.10), at which point overland flow is assumed to occur and pore pressures do

not increase further. The most unstable point (as predicted by value of Ccrit) within each

mapped shallow landslide polygon is shown as a dot on this figure. As already shown in

Figure 3.6, the distribution of points illustrates that while slides occur in many settings

on the landscape, they are concentrated in the regions of high θ and a/b that SHALSTAB

identifies as particularly unstable.
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Figure 3.11: Sensitivity of Ccrit to variations in different parameters. (a)–(b) sensitivity to

modeled spatial variations in rainfall (± 160 mm/day). (c)-(h) sensitivity to variations in

soil parameters (z,tanφ,ρs). The magnitudes of variations in soil parameters (given above

the figure panels) are chosen to give changes in Ccrit comparable to those due to precipitation

variations shown in (a)–(b).

Increasing or decreasing the value of q in equation (3.1) by an amount characteristic

of the maximum basin-scale rainfall variations (± 160 mm/day, the difference between the

maximum and minimum MM5 rainfall values) changes the value of critical cohesion at

each point on the landscape by the amount shown in Figure 3.11a–b. As found for our

case study, changes in Ccrit reach over 2.5 kPa. Additionally, this analysis illustrates that

the sensitivity to rainfall variability is felt on a specific part of the landscape, namely near-

saturated, relatively modest slopes with convergent topography, as this is where groundwater

transport is focused and soils are poorly drained.

Figure 3.11c–h shows the analogous results for changes in three of the soil properties
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included in SHALSTAB (z,tanφ,ρs). For comparison we choose the magnitude of changes

in the soil properties so that they result in stability changes of roughly the same scale as

those arising from precipitation variations in Figure 3.11a–b. Due to the form of equation

(3.1) the sensitivity of Ccrit to changes in both soil properties and rainfall is linear, meaning

a change in any of the parameters will lead to a linearly proportional change in stability

(except in regions that reach saturation or unconditional stability). Note that different

regions of the landscape show sensitivity depending on which parameter is varied. For each

of the soil parameters, variations of significant amplitude are required to match the effect

of precipitation variations, showing that climatological patterns in extreme precipitation

on the basin-scale can be of comparable importance with variations in soil properties for

determining the pattern of landslide hazard. The position of mapped slides on Figure 3.10

reveals that a significant number of slides occur in the region of large precipitation sensitivity

as predicted from Figure 3.11a-b, however it is the scale of variations in precipitation relative

to variations in soil properties that determines their importance in shaping the spatial

distribution of hazard. For instance, Figures 3.10 and 3.11g-h suggest that if ± 30 %

variations in soil thickness were to occur, they would have more impact than the observed

precipitation variability in the locations where most slides are found.

3.6 Conclusions

We have analyzed the relationship between spatial patterns of rainfall and patterns of land-

slide susceptibility using high-resolution atmospheric model output (supported by gauge

observations) and a physically based model of slope stability. We find that the climatolog-

ical spatial variations in intense rainfall for a pair of basins in the Olympic Mountains are

large enough to cause non-trivial variations in slope stability. For our study area we find

that the use of area-averaged precipitation to estimate landslide susceptibility at a mountain

site results in an underestimate of the area prone to failure from intense rainfall events that

can exceed 20%, whereas use of lowland precipitation data can result in an underestimate

of as much as 64%.

The destabilizing effects of the increase in precipitation from its lowland minimum to

its mountain maximum may be expressed in terms of soil cohesion. In this framework
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we find that the enhancement of hazard at chronically rainy locations is equivalent to a

substantial fraction of the actual soil cohesion supplied by vegetation in industrial and

recently logged forests. This implies that the same land-use produces a different level

of risk in the wetter uplands than one would assume from considering lowland rainfall

data and assuming spatially uniform rainfall. In particular, forestry practices that reduce

root strength can carry a greater danger of slope failure in forested upland areas than in

the surrounding lowlands – even for the same local slope gradients and soil properties.

Furthermore, the impact of the spatial variations of rainfall observed in locations such as

the Olympic Mountains may be comparable to the effect of significant variations in soil

parameters (e.g. ±30% variations soil depth).

We expect our results should generalize to a variety of regions. Similar patterns of pre-

cipitation are expected to be a common feature for midlatitude mountain ranges that receive

their heaviest rainfall under convectively stable conditions. Less is known about the clima-

tology of mountain precipitation on small scales produced by convective storms. In part

due to the stochastic nature of convection, it is possible that the extreme rainfall patterns

and their importance for landslide susceptibility are very different in regions that receive

their heavy rainfall from such storms. As shown in Figure 3.11 unsaturated, relatively

modest slopes with convergent topography are most sensitive to variations in rainfall, so

our results are particularly pertinent for locations where many slides occur on such slopes.

However, if large variations in soil properties exist, the effects of rainfall variability may

be masked. Taken together, our results suggest that, for many regions, persistent spatial

patterns in precipitation should be one of the factors considered in analyses of mass wasting

by shallow landslides and in hazard assessments. High-resolution and high-quality datasets

for mountain precipitation can be hard to come by, but strategically placed gauge networks

and high-resolution atmospheric model output may prove valuable resources for the study

of slope stability.
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Chapter 4

THE SENSITIVITY OF CLIMATOLOGICAL MOUNTAIN
SNOWPACK ACCUMULATION TO CLIMATE WARMING 1

4.1 Introduction and background

Mountain snowfall maintains glaciers, sets the extent of ecosystems, provides for recreation,

and produces major hazards in the form of avalanches. Mountain snowpack is crucial for

many communities, since it preserves the precipitation that falls during wintertime storms

and releases it as runoff which provides water resources during dry summer months. Globally

about one-sixth of the world’s population relies on glaciers and seasonal snow and ice for

water resources, much of which resides in mountainous terrain (Barnett et al., 2005).

The importance of mountain snow and its intimate connections to climate have spurred

recent research into how it is affected by climate change and variability. A focal point for

these studies has been the mountains of the western United States (US) where snowpack

makes a large contribution to regional hydrology and is heavily relied upon for water re-

sources (e.g., Serreze et al., 1999; Barnett et al., 2005). Observations show a region-wide

decline in spring snowpack since the mid-1900s, dominated by loss at low elevations where

wintertime temperatures are near-freezing (Mote et al., 2005). These losses have been at-

tributed to increased temperatures (Mote et al., 2005; Hamlet et al., 2005; Mote, 2006; Mote

et al., 2008), which lead to snow loss via some combination of increased frequency of rain

vs. snow (Knowles et al., 2006) and increased wintertime melting (Mote et al., 2005). Com-

plicating the picture is large year-to-year variability. Innerannual variability of springtime

snowpack comes largely from variability of wintertime precipitation (Cayan, 1996; Ham-

let et al., 2005; Mote et al., 2008), that is in turn related to variability of key patterns

of atmospheric circulation (Cayan, 1996; Mote et al., 2008; Stoelinga et al., 2009). These

1The contents of this chapter are published in Minder (2010), c© 2010 American Meteorlogical Society.
The published version may be found at: http://journals.ametsoc.org/doi/abs/10.1175/2009JCLI3263.1 .
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natural fluctuations make it challenging to quantify trends with confidence, to extrapolate

observed changes to project future climate, or to clearly discern changes in snowpack due to

anthropogenic warming trends (e.g., Mote et al., 2008; Casola et al., 2009; Stoelinga et al.,

2009). For instance, it is only recently that changes in western US snowpack have been

has been formally detected and attributed to anthropogenic climate change, in an effort

that required synthesis of extensive station observations with hundreds of years of model

integrations (Pierce et al., 2008).

Other research in the western US has focused on making projections of snowpack for

the coming century by using global climate models (GCMs) to force comprehensive regional

models of mountain climate and hydrology(Hamlet and Lettenmaier, 1999; Leung and Qian,

2003; Vicuna et al., 2007; Salathé et al., 2008; Climate Impacts Group, 2009). However,

despite the advanced techniques used, projections of future snowpack from these models

are still fraught with uncertainty. Much of the uncertainty is inherited from the climate

projections of the parent GCMs used to force them, while further uncertainties stem from

the sensitivity of regional models to how key physical processes are parameterized.

In order to minimize the above-mentioned challenges presented by natural variability and

modeling uncertainties this paper takes a different approach to understanding how climate

change affects mountain snowpack. In particular, a pair of idealized, physically based models

are used to simulate snowfall for the Cascade Mountains. Experiments with these models

are then used to study the changes in climatological snow accumulation occurring due to

local changes in temperature alone.

4.2 Focus and strategy

This paper examines the physical controls on the sensitivity of mountain snowpack to local

temperature changes (e.g., Casola et al., 2009). Let Σt be defined as a measure of the

total Snow liquid Water Equivalent (SWE) integrated over some region (e.g. the annual

accumulated SWE integrated over a catchment, measured in units of volume), and T be a

representative surface temperature (e.g. the mean surface temperature at sea level). The
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temperature sensitivity of the snowpack is then defined as:

λ ≡ 1
Σt

dΣt

dT
. (4.1)

Unless otherwise noted, values of λ quoted are normalized by the Σt associated with the

control climate such that they represent percentage changes in the snowpack per degree of

warming. λ can be expanded into the direct and indirect effects of warming:

λ ≈ 1
Σt

[
∂Σt

∂T
+
∑
i

∂Σt

∂yi

∂yi
∂T

]
. (4.2)

The direct sensitivity, ∂Σt
∂T , is due to changes in precipitation phase and melting directly

attributable to warming. Indirect sensitivities, ∂Σt
∂yi

∂yi

∂T , include changes in a related variable,

yi, that in turn affect snow accumulation (for example, changes in precipitation intensity

due to warming that in turn affect snowfall). This paper only considers indirect sensitivities

that are closely tied to local changes in temperature. For instance, changes in snowpack

due to possible global warming induced changes in midlatitude storm tracks are neglected.

Casola et al. (2009) used three methods to determine λ for the portion of the Cascade

mountains draining into Puget Sound (Figure 4.1): a simple geometrical model; daily station

observations of precipitation and temperature; and a sophisticated hydrological model. In

estimating the direct sensitivity (∂Σt
∂T , neglecting precipitation changes) all three methods

yielded a remarkably similar values of between 22 and 24% loss of April 1st SWE per degree

of warming. The agreement between methods suggests that λ is a robust measure that is

determined largely by relatively simple controls. An alternative, observationally based,

estimate of the direct sensitivity of Cascade snowpack gives a lower value of 15%◦C−1

(Stoelinga et al., 2009). Other studies have estimated λ values between -6 and -10% ◦C−1

for the California Sierra Nevada (Howat and Tulaczyk, 2005) and equal to about -15% ◦C−1

for the Swiss Alps (Beniston et al., 2003, reported as -30% for 2◦C of warming).

In examining λ, this study considers the sensitivity of mountain precipitation intensity

to warming. This indirect sensitivity has not been addressed in detail in other studies of

λ (e.g., Howat and Tulaczyk, 2005; Casola et al., 2009). However, significant precipitation

increases may occur over many mid- and high-latitude mountains under climate warming.
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Figure 4.1: Map of study region. Topography of the Cascades and Olympic Mountains

is shown in grayscale (maximum elevation is 4392 m at Mount Rainier). The boundary

of the catchment that drains the Cascades into the Puget Sound (with the exception of a

small section in Canada) is shown with a bold line. Major catchments within that basin

are delineated with narrow lines (those used for Figure 4.12 are labeled A-G). The location

of the Quillayute sounding (KUIL) is shown with a star, and the locations of SNOTEL

stations used in Figure 4.4 are shown with white circles

.

Global climate models (GCM’s) suggest that global-mean precipitation will increase by 2-

3% per degree of warming (e.g., Held and Soden, 2006), and that precipitation intensity

will increase throughout most of the mid- and high-latitudes (e.g., Tebaldi et al., 2006).

While GCM’s cannot adequately resolve the dominant scales of mountain precipitation,

simple theories (e.g., Sawyer, 1956; Smith, 1979; Smith and Barstad, 2004) predict that,

under neutral stratification, orographic precipitation intensity is proportional to the low-

level moisture flux impinging on a mountain. This suggests that if the relative humidity
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(RH) and winds do not change with warming, then low-level moisture fluxes, and hence

orographic precipitation, might scale according to the Clausius-Clayperon (CC) relationship

at about 6–7%◦C−1 of warming. Using high-resolution numerical simulations, Kirshbaum

and Smith (2008) show that increased temperature and moisture flux do indeed lead to

robust increases in orographic precipitation. However, they also showed that precipitation

does not increase with temperature as fast as the moisture flux, due to both thermodynamic

and microphysical effects.

In this study a pair of idealized, physically based models of the climatology of snowpack

accumulation are used to determine the controls on λ. These models are favored for their

efficiency (which allows for a large number of experiments), their adaptability (which allows

for substantial changes in model physics and forcing data), and their simplicity (which

allows fundamental processes to be clearly diagnosed). For precisely determing the value

of λ these models may not be superior to observational techniques and complex models.

However, the use of simple models allows for the formulation controlled experiments and

analyses to isolate controls on λ that would not be possible with other methods. This study

only considers snowpack changes associated with changes in snow accumulation. This is

referred to as the temperature sensitivity of the snowfall, λS . This differs from the full

sensitivity of the snowpack, λ, because it neglects the effects of increases in temperature on

snow ablation. The present study focuses on Washington state’s Cascade Mountains, but

will also arrive at some general lessons about mid-latitude mountain snowpack and climate.

The outline of the paper is as follows. First an intermediate complexity model of moun-

tain snowfall is described and used to estimate λS for the Cascades, as well as the relative

importance of precipitation and ML changes. Then a simpler model is be developed to re-

veal the fundamental controls on λS . Next a series of experiments is presented to quantify

the topographic and climatic controls on changes in mountain snowfall. Finally, the main

conclusions are summarized.

4.3 Linear Theory (LT) Orographic Snowfall Model

A model that accounts for many of the fundamental physical processes that shape the

distribution of orographic snowfall serves as the starting point for this investigation. The
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model predicts snowfall on a storm-by-storm basis as a function of the characteristics of

the incoming flow, and includes: 1) Spatial variability in precipitation; 2) Storm-to-storm

variability in precipitation intensity; 3) The dependence of the surface rain-snow transition

on the upstream ML’s; 4) The temperature dependence of both orographic precipitation

intensity and storm ML’s. While including all of these aspects the model is also simple

enough that the controls on λS can be clearly discerned.

4.3.1 Methods

The model for orographic snowfall presented in this section has as its foundation the lin-

ear theory (LT) model of orographic precipitation (Smith and Barstad, 2004). The LT

model solves for the steady-state condensation, advection, fallout, and evaporation of wa-

ter occurring in vertically integrated atmospheric columns for given uniform (horizontally

and vertically) and constant impinging flow. The model assumes stable stratification and

saturated conditions. It solves linearized equations of motion for flow over topography, to

represent the pattern of ascent responsible for the generation of orographic clouds. It also

accounts for the finite time that is required for cloud water to convert into precipitation

and the time it takes for precipitation to fall to the ground, allowing for downwind drift of

cloud and precipitation. Additionally, it contains a representation of lee-side evaporation

that suppresses precipitation downwind of terrain.

The LT model is run by prescribing characteristic winds (speed and direction), stratifica-

tion (moist stability, Nm), and low-level temperatures (which determine the specific humid-

ity), as well as two microphysical time delay constants (τc and τf , representing timescales

for the conversion of cloud to precipitation and fallout respectively), and a background pre-

cipitation rate (Pbg, representative of precipitation generated directly by synoptic storms).

The model has a simple formulation in Fourier space, allowing for rapid computation of

solutions at high spatial resolution. The LT model, when properly calibrated, has proven

remarkably skillful, particularly for climatological applications (e.g., Smith et al., 2003;

Barstad and Smith, 2005; Anders et al., 2007; Crochet et al., 2007). For instance, over the

Olympic Mountains, just west of the Cascades (Figure 4.1), the LT model has been shown
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to produce realistic precipitation patterns as compared to a dense network of gauges and a

high resolution atmospheric model (Anders et al., 2007).

For this study the LT model is first used to simulate the climatology of total precipitation

over the Cascades. The model is run at approximately 1 km horizontal resolution, with the

bottom boundary condition provided by the a National Elevation Dataset 1 arc-second

Digital Elevation Model (http://ned.usgs.gov/) coarsened to 30 arc second resolution. The

LT model is forced with soundings from rawindsonde measurements taken twice daily (00

and 12 UTC) at Quillayute (KUIL), Washington between 1980 and 2007 (location shown in

Figure 4.1). Conditions likely to correspond to mountain precipitation events are isolated by

picking out “storm” soundings, defined as soundings where the 1 to 2 km layer has average

wind direction between 160 and 330 degrees and average RH greater than 85%. Temperature

forcing comes from the lowest level in the sounding, and wind forcing is the vector-averaged

winds from the 1–2 km layer. The moist stability forcing, Nm, is also calculated from the

1–2 km layer, by first calculating the profile of N2
m (using Durran and Klemp (1982)’s eq.

36), averaging it over the layer, and then taking the square root. The microphysical time

delays, τc and τf , are set equal to each other (τ) following Smith and Barstad (2004). Both

τ and Pbg, which are not directly observable, are reserved as tunable parameters.

When the flow is unstably stratified (N2
m < 0) the LT model cannot solve for the airflow

dynamics. Observations (not shown) from a network of gauges in the Olympic Mountains

near the KUIL sounding (described by Anders et al. (2007) and Minder et al. (2008)),

show that about 25% of precipitation falls when the upstream sounding indicates unstable

conditions (N2
m < 0 for the 1–2 km layer). This is taken as an indication that unstable events

cannot be neglected in the climatology. Accordingly, these events are included, albeit rather

crudely, by simply setting Nm equal to zero for moderately unstable soundings.

After using the LT model to predict the pattern of precipitation, the temperature struc-

ture from the KUIL sounding is used to predict the pattern of precipitation phase (rain

vs. snow) on a storm-by-storm basis. For each event the sounding is used to determine

the ML upwind of the mountain as the lowest elevation where the sounding temperature

crosses a 1◦C threshold. This threshold roughly corresponds to the temperature where 50%

of the time precipitation falls as snow according to results of United States Army Corps of
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Engineers (1956) and Dai (2008) for a site in the Sierra Nevada of California and for a global

dataset of land observations respectively. As mentioned above, the LT model assumes a sat-

urated sounding with uniform moist stability. For consistency with these assumptions the

ML is calculated from an idealized version of the sounding, constructed with the observed

1.5 km temperature and the Nm used to force the model.

It is common for the 0◦C isotherm, radar bright band, and ML to dip to lower elevations

on the mountainside (sometimes exceeding 500 m displacement) as compared to in the free

air upstream of the mountains (Marwitz, 1987; Medina et al., 2005; Lundquist et al., 2008).

The LT snowfall model accounts for this effect by introducing a constant orographic ML

depression, ∆ML, the value of which is used as a tunable parameter.

To warm the LT snowfall model for climate change experiments a new idealized sounding

is constructed with the 1.5 km temperature warmed by 1 ◦C and the same uniform Nm as

used in the control simulation. This results in warming that is a function of elevation, with

less warming at 0 km (on average 0.83◦C instead of 1◦C). This methodology is motivated

by the expectation of roughly constant mid-latitude moist stability under climate change

(Frierson, 2006). The surface temperature and ML’s used for the warmed simulations are

attained from the new sounding.

4.3.2 LT snowfall model calibration

The LT snowfall model is calibrated by comparing its output with that of an operational

mesoscale weather forecast model, adjusting the τ , Pbg, and ∆ML parameters to maxi-

mize the agreement between the two. Simulated precipitation from the MM5 modeling

system run operationally by the Northwest Regional Modeling Consortium at the Uni-

versity of Washington (Mass et al., 2003) is used. The MM5 was run twice daily with

horizontal resolution of 4 km over the Washington Cascade mountains from 1997–2008. A

full listing of the model grid, initialization, and parameterization choices can be found at

http://www.atmos.washington.edu/mm5rt/.

The precipitation simulated from forecast hours 24–36 of each MM5 run for the snow

accumulation season of two water years (October–March of 2005-2006 and 2006-2007) was
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(a) (b)

(c) (d)

P(mm/yr)
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Figure 4.2: Comparison of maps of precipitation, P , and snow water accumulation, S, from

MM5 and LT models for Oct-Mar of 2005-2006 and 2006-2007: (a) MM5 modeled P , (b)

LT modeled P , (c) MM5 modeled S, (d) LT modeled S. Thick black line shows the Puget

Sound catchment. The MM5 model elevation is contoured with thin black lines every 500 m.
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Figure 4.3: Comparison of LT model and MM5. Profiles of (a) A(z), (b) P (z), (c) S(z),

and (d) Σ(z) from MM5 (black line) and LT snowfall model (grey line) for the accumulation

seasons of water years 2006 and 2007. Profiles are evaluated for the entire domain shown

in Figure 4.2.

integrated over all forecasts to find the mean precipitation (as in Anders et al., 2007; Minder

et al., 2008). Figure 4.2 shows maps of mean accumulation season precipitation simulated

by MM5 and the LT model, and Figure 4.3 shows vertical profiles of average precipitation

as a function of elevation. A Pbg of 0.25 mm/hr and a τ of 1800 s were chosen by trial

and error to subjectively maximize agreement between the mean precipitation profiles and

maps for the two models. Figures 4.2 and 4.3 show that the vertical profile of precipitation

and the basic pattern of orographic enhancement is similar between the models. Differences

occur in terms of how much precipitation is simulated at mid-to-high elevations and in the

northeast corner of the domain. Yet, overall the LT model produces a plausible simulation

of precipitation that includes the primary features present in the MM5 forecasts.
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Comparing snowfall simulated by the two models is less straightforward, since snow

accumulation is not an archived field for the MM5 forecasts. To approximate MM5 snowfall

the modeled 2 m temperatures are used with a 1◦C temperature threshold to estimate the

phase of modeled precipitation at each grid cell for each 12 hours (results shown in Figures

4.2 and 4.3). A ∆ML of -200 m was chosen to match the mean snowfall profiles from

the two models. The LT snowfall model reproduces the basic structure of MM5’s snowfall

profile. The most notable difference between the two models is less snow above 1000 m

in the LT snowfall model. This is due in part to less precipitation at these elevations

and in part to more rain vs snow in the LT model. However since the MM5 snowfall

is only crudely estimated, and may have its own biases, it is unclear how significant this

difference is. Furthermore, Appendix B shows that there does not appear to be a systematic

underprediction of high elevation snow in the LT model when it is compared to station

observations.

4.3.3 LT snowfall model evaluation

The LT snowfall model is evaluated by comparing its simulation of annual mean snowfall

to that measured by the SNOTEL network of automated snow observations

(http://www.wcc.nrcs.usda.gov/snow/). For a collection of SNOTEL stations in the model

domain with long records (shown in Figure 4.1) daily observations are used to calculate

the mean Oct-Apr accumulated snow, S, and precipitation, P , for the SNOTEL period of

record (1980–2007). Only daily gains in snow are summed, neglecting days with snow loss,

to evaluate S. For each station the LT precipitation is linearly interpolated to the station

location and the actual station elevation is used with the model ML for the determination

of precipitation phase. For all water years with available data, the fractional error in the

simulated P and S, (forecast− observation)/observation, is calculated and presented as a

function of elevation(Figure 4.4a-b).

The mean absolute fractional error is 0.33 for P and 0.40 for S. Spatial correlation coef-

ficients are 0.53 for P and 0.52 for S. The errors that occur at many sites are unsurprising,

since orographic precipitation has proven challenging to simulate, even with sophisticated
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Figure 4.4: Comparison of LT snowfall model with SNOTEL observations. Average frac-

tional error in LT modeled Oct-Apr (a) P and (b) S accumulation, and (c) S/P relative to

SNOTEL stations as a function of elevation for 1980-2007.

models (e.g., Colle et al., 2000). Furthermore, the significance of the errors is unclear, since

site-specific factors (e.g. vegetation, aspect) and observational biases (e.g. gauge under-

catch, snow drift) may affect SNOTEL observations, and substantial errors can occur even

for a perfect model when comparing grid-cell predictions to point observations (e.g., Tusti-

son et al., 2001). Nevertheless, the absence of large systematic biases or distinct vertical

structure in the error is encouraging. The possible impact of model biases on λS estimates

is discussed in Section 4.5.1.

The ability of the LT snowfall model to reproduce the observed partitioning between

rain and snow is also evaluated by calculating and comparing the average ratio of Oct-Apr
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accumulated S to P for model and observations (Figure 4.4c). This shows that, except for

the lowest elevation stations, the model reproduces quite well the observed snowfall fraction

(with a mean absolute fractional error of 0.14, and spatial correlation of 0.88), meaning that

the simple model of the rain-snow transition used works reasonably well, and errors in S

are primarily due to errors in P.

4.3.4 Results

The LT model is first used to simulate snowpack accumulation over the Cascades under

current and warmed climate conditions for the 28 year period 1980-2007. λS is calculated

by dividing the modeled fractional ΣT changes by the average surface warming (0.83 ◦C).

Results are plotted as profiles in Figure 4.5, including the distribution with elevation of:

topographic area (the derivative of the hypsometric curve), A(z); average annual precipita-

tion, P (z); water equivalent snowfall, S(z); and annual mean total volume of accumulated

snow water, Σ(z) (= A(z)×S(z)). Note that the largest volume of snow accumulates at mid

elevations where snowfall is frequent and large amounts of topographic area reside (Figure

4.5c).

In the warmed simulation precipitation increases at all elevations (Figure 4.5b), but not

enough to offset the reduced frequency of snowfall due to shifts in the ML (Figure 4.5c).

Maps of the change in precipitation and snowfall are plotted in Figure 4.6. The precipitation

increases uniformly by about 5% ◦C−1. The change in snowfall is variable is space, and is

negative everywhere except the highest volcanic peaks.

Integrating the Σ(z) curves for the control and warmed climates, and taking a fractional

difference yields a λS of -18.1% ◦C−1 (Table 1, climo control). Isolating the effects of

ML changes, by holding modeled precipitation constant, gives a sensitivity of -22.6% ◦C−1,

which will be referred to as λML. Thus, precipitation changes reduce the magnitude of

the sensitivity of snow accumulation by 4.5% ◦C−1. Changes in precipitation alone give a

sensitivity of 5.49% ◦C−1 (about 1% ◦C−1 less than the CC scaling), which will be referred

to as λP .

Interestingly, the full sensitivity is not equal to the sum of the partial sensitivities to
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Table 4.1: Sensitivity of snow accumulation to warming for various runs of LT and ML

models. The top section of the table gives results for the two long simulations (1980-2007),

with and without vertical structure to the warming, discussed in Sections 4.3 and 4.4. The

lower section is for simulations of Oct.-Apr. of 2005-06 and 2006-07 (acc0607) used for

the experiments discussed in Section 4.5. All values are in units of % change in snow

accumulation per degree C of surface warming. ML model entries that are left blank have

the same value as exp control.

LT model ML model

Run λML λP λS λML λP λS

1980–2007

climo control -22.6 5.49 -18.1 -25.1 6.84 -19.8

climo ∆Tunif -19.4 5.55 -14.8 -21.6 6.84 -16.3

acc0607

exp control -20.3 5.56 -15.6 -23.2 6.90 -17.7

exp wdir50 -23.4 5.76 -18.7

exp tau850 -21.3 6.03 -16.3

exp ∆ML 0 -23.6 5.60 -19.0 -25.7 6.90 -20.4

exp ∆ML 400 -18.2 5.51 -13.4 -22.2 6.90 -16.6

exp Pbg0 -20.0 6.92 -14.2

exp PbgX2 -20.6 4.47 -16.8

exp PbgCC -20.3 7.14 -14.3

exp z75% -27.8 5.21 -23.8 -30.7 6.90 -25.6

exp z125% -15.9 5.79 -10.8 -18.5 6.90 -12.7

exp x75% -20.1 5.68 -15.3

exp x125% -20.3 5.43 -15.8
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Figure 4.5: Profiles of LT snowfall model variables for the Puget Sound catchment (Figure

4.1) from the climo control run: (a) topographic area, A(z), (b) average accumulated

precipitation, P (z), (c) average snow water accumulation S(z), and (d) integrated snow

water accumulation Σ(z). Control simulation is shown in black, and grey lines are for

simulation with 1.5 km level warmed by 1◦C (surface warming of 0.83 ◦C).

ML and precipitation changes (λS 6= λML + λP ): only 82% of the increased precipitation

is realized as an increase in snowfall. The explanation for this is purely geometrical. While

precipitation intensity for each storm is increased by several percent across the basin, some

of the increase occurs in regions that receive snow in the control climate but rain in the

warmed climate, meaning it is lost as runoff.

The λML value of -22.6 % ◦C−1 from the LT snowfall model is within the range of the λ

values of attained by Casola et al. (2009) when they neglected precipitation changes (-22 to

-24% ◦C−1) . However, comparison of these estimates is not entirely straightforward since

this study simulates annual mean snowfall whereas Casola et al. (2009) simulates April 1st
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Figure 4.6: Maps of LT model change in (a) precipitation and (b) snow water accumulation

for climo control simulation. Smoothed topography (from the MM5 model) is contoured

every 500 m.

snowpack. If increases in accumulation season melting with warming are negligible for the

region (i.e. if λ ∼ λS), then the models are in close agreement. However, if accumulation

season melting increases substantially with warming (making λ larger in magnitude than

λS), then the LT model underestimates the magnitude of λ, and thus implies a more sensitive

snowpack than Casola et al. (2009). In terms of how precipitation increases affect snowfall

accumulation the two studies agree. Casola et al. (2009) used temperature and precipitation

data at a single representative station, to estimate that only 76% of increased precipitation

would translate into increased snowpack. This value is similar to the 82% from the LT

snowfall model, a notable agreement since these estimates were attained by very different

methods.
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4.3.5 Sensitivity to the vertical structure of the warming

The LT snowfall model runs have used a vertical structure to climate warming that is

determined by the assumption of constant moist stability, which has consequences for λS .

These consequences are examined by analyzing the output of another LT model simulation

where a 1 ◦C warming that is uniform with elevation is assumed (Table 1, climo ∆Tunif).

Although uniform temperature change would result in a change in Nm, it is held constant

for LT model dynamics to focus on effects of ML changes and CC scaling.

Table 1 reveals significant differences in the estimate of λS depending upon the vertical

profile of warming that is assumed. The simulation where ∆T is a function of elevation

(climo control) has a λS value 3.3% ◦C−1 larger in magnitude than when uniform warming

is used (climo ∆Tunif). This difference arises from differences in λML. The uniform and

structured warming cases have similar temperature and ML changes at mid-elevations (near

1.5 km) where the most snow accumulates, so similar amounts of snow are lost due to ML

changes. However, in calculating λ the snowpack change is divided by the sea level (z=0)

warming, which is smaller in the climo control case, leading to a λML of larger magnitude.

λP is not similarly affected, since it is controlled by the same surface temperature change

used in the λ calculation.

4.4 Melting-Level (ML) Model

The LT snowfall model considers a range of physical processes. To isolate those most

fundamental for determining λS a simpler model, containing only minimal elements, is

analyzed. This model just includes the distribution of topographic area with elevation and

the climatological ML frequency distribution, and is referred to as the melting-level (ML)

model. Comparing this model with the LT model shows that the relationship between the

ML frequency distribution and the mountain hypsometry is the predominant control on λS .

4.4.1 Methods

The ML model is based on three major simplifying assumptions: (1) atmospheric soundings

during storms are representative of steady-state conditions for the 12 hours that surround
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them; (2) during storms the precipitation rate is always the same constant and uniform value

across the domain (i.e., there is no temporal or spatial variation in precipitation rate); and

(3) the elevation at which a threshold temperature is reached in the sounding determines a

uniform ML across the landscape.

The ML model has a similar degree of complexity as the geometric model of Casola et al.

(2009). However, the ML model differs from Casola et al. (2009)’s model in that it requires

no assumptions about the lapse rate, snow base elevation, or snow profile shape, since these

all come directly from climatological observations and physical considerations.
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Figure 4.7: Profiles of ML model variables for the Puget Sound catchment (Figure 4.1)

from the climo ∆Tunif run: (a) topographic area, A(z), (b) ML frequency distribution,

f(ML; z), (c) average snow water accumulation S(z), and (d) integrated snow water accu-

mulation Σ(z). Control simulation is shown in black, warmed simulation is in gray.

To formulate the ML model the terrain is first binned by elevation bands (of size

∆z=20 m) to give the distribution of area with elevation, A(z) (Figure 4.7a). The same
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ML’s used in the LT model simulations (including the displacement ∆ML) are then used to

determine the climatological frequency distribution of storm ML’s, f(ML; z), (Figure 4.7b).

From f(ML; z) and the assumption of constant and uniform precipitation (with value Po)

the profile of snowfall S(z) can be found by summing over the climatological distribution of

storm ML’s, adding snowfall to all elevations above each ML. The corresponding expression

for the climatological average snow accumulation, S, at each elevation, zN , is:

S(zN ) = Po

N∑
i=1

f(ML; zi)∆z∆t, (4.3)

where elevation bins are indexed with i = 1 at sea level, and ∆t is the interval of time

associated with each sounding (12 hrs). Figure 4.7c shows the resulting S(z) profile attained

assuming a Po of 1 mm hr−1. MultiplyingA(z) by S(z) gives the total volume of accumulated

snow water in each elevation band, Σ(z) (Figure 4.7d).

The ML model assumes that, under climate warming, temperature increases are uniform

(i.e., 1 ◦C at all elevations). In a warmed the model simply increases the precipitation

intensity according to the CC scaling as set by the mean temperature at the sounding’s

lowest level (about 6.8% ◦C−1). Profiles for the warmed climate are shown in Figure 4.7.

4.4.2 Results

Calculating λS for the ML model gives -16.3 % ◦C−1 (Table 1, climo ∆Tunif). Isolating

the effects of ML changes, by holding precipitation constant, gives a λML of -21.6 % ◦C−1,

while isolating the effect of changes in precipitation intensity gives a λP of 6.84 % ◦C−1

(Table 1, climo ∆Tunif). Note that these results do not depend on the value of Po chosen

since it cancels out in the fractional difference used to calculate the λ’s. The ML model

λS is within 2% ◦C−1 of the LT model value, and the models show a similar breakdown

between λML and λP (Table 1, climo ∆Tunif). Furthermore, in the ML model only 77%

of the increased precipitation is realized as an increase in snowfall, similar to the 82% found

for the LT model. An additional ML model simulation is also made using the low-level

temperatures and ML’s from the LT model runs where warming is a function of elevation,

and the results from these simulations also agree well (Table 1, climo control).
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Figure 4.8: Profile of change in average snow water accumulation, ∆S(z), under climate

warming from the ML model (grey) compared with LT model (black). To facilitate compar-

ison the ∆S(z) values from each model are normalized by dividing by the average of S(z)

from 0-2500 m for that model.

The ML and LT models are compared in more detail by examining profiles of change in

S(z) under warming for the climo control runs (Figure 4.8). The profiles reveal that the

ML model is able to predict well the distribution of snow loss with elevation. This favorable

comparison of the LT model and the very simple ML model suggests that the geometrical

relationship between the ML distribution and the terrain — the only thing included in the

ML model — dominates in setting the magnitude of λS . Spatial and temporal variations in

orographic precipitation are responsible for the differences between the two models. While

these variations have a quantitative impact on λS , they only make small modifications to

the λS set by the elements included in the ML model.

4.5 Experiments: Controls on λS

Understanding how various aspects of both climate and topography control λS is key to un-

derstanding: past and future changes in snowpack, uncertainties in projections of mountain
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snowpack, and the differing responses of mountain climates of the world to climate changes.

Controls on λS are investigated by resimulating the snow accumulation seasons (Oct.-Mar.)

of water years 2006 and 2007 (hereafter acc0607) with the LT model, changing attributes

of the incoming flow, model physics, and terrain. The control run for this period (Table

1, exp control) uses the same configuration as climo control, but produces a somewhat

different λS , -15.6% ◦C−1, due to interannual variability (Table 1). While the following

experiments reveal a range of ways in which climate and topography can affect λS , they

also emphasize the importance of the relationship between mountain hypsometry and the

ML climatology, since only in experiments where these are significantly altered (for instance

by changing the mean temperature or the mountain height) is λS substantially changed.

4.5.1 Climatic controls on λS

Precipitation pattern

The importance of orographic precipitation patterns is quantified by making large changes

to the precipitation patterns in the LT model runs. First the precipitation patterns are

altered by changing the wind direction (exp wdir50). The acc0607 period is resimulated

with the LT snowfall model, rotating the wind direction by 50 degrees during each event

for both the control and warmed case. This drastically different wind climatology changes

the precipitation pattern and increases the orographic enhancement of precipitation (com-

pare Figures 4.9a and 4.2b). The precipitation pattern is altered in a second experiment

by varying the value of the microphysical time delay, τ (exp tau850). The acc0607 period

is resimulated with τ decreased to 850 s (compared to 1800 s from exp control). Com-

paring Figures 4.9b and 4.2b shows large changes in precipitation pattern associated with

decreasing τ , most notably increases in precipitation spatial variability and maxima.

In both of these experiments the precipitation changes substantially, but λS is only

modestly affected (Table 1). Why do these substantial changes in the precipitation pattern

fail to have a large impact on λS? The success of the geometric model of Casola et al. (2009)

and the ML model (both essentially 1-dimensional) shows that the shape of the S(z) profile

is central in setting λS . For exp tau850 the profile of precipitation with elevation is changed
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Figure 4.9: LT model simulated precipitation patterns (mm yr−1) for acc0607 period from

runs with (a) more westerly wind direction (exp ∆wdir50), and (b) decreased microphysical

time delay (exp τ850). MM5 topography is contoured every 500 m.

very little (as shown in Figure 4.10a), and thus the snow profile (Figure 4.10b) and λS only

changes modestly (Table 1). Larger changes to the precipitation and snow profiles occur

for exp wdir50 (Figure 4.10a-b), however these are still not enough to drastically change

λS (Table1). Since these drastic changes in the precipitation pattern have only have small

impacts on λS , it is unlikely that the LT model errors in precipitation (Figure 4.4a, the

primary errors relative to SNOTEL observations) have large influences on the results of this

study.
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Figure 4.10: (a)-(c) Profiles of LT snowfall model P (z), S(z), and Σ(z) for acc0607 period

from: (black) exp control, (light gray) exp τ850 experiment, and (dark gray) ∆ wdir50 ex-

periment. (d)-(f) same as for (a)-(c) but for: (black) exp control, (light gray) exp ∆ML 0,

and (dark gray) ∆ML 400.

ML depression

The role of the distribution of snowfall, independent of the distribution of total precipitation

is investigated by varying ∆ML. Simulations are conducted where ∆ML is changed to 0 or

to -400 m, yielding λS values of -19.0 and -13.4% ◦C−1 respectively (Table 1, exp ∆ML 0

and exp ∆ML 400). These ML shifts have more impact than changes in precipitation

patterns because they affect the base elevation of the S(z) profile (Figure 4.10d-f). This

implies that the apparent overprediction of lowland snow fraction (Figure 4.4c), roughly

equivalent to an overprediction of −∆ML, may result in a modest underestimate of the

magnitude of λS by the LT model.
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Background Precipitation

The importance of the chosen value of background or synoptic precipitation, Pbg, is inves-

tigated through runs with Pbg set to zero and doubled (results shown in Table 1: exp Pbg0

and exp PbgX2). These reveal that λP decreases with increasing Pbg, causing λS to increase

in magnitude. This results from the assumption that Pbg does not change with temperature.

Since Pbg is constant with climate, larger values of Pbg relative to total precipitation lead

to more modest fractional increases in precipitation, and larger fractional losses of snow. If,

alternatively, Pbg is made to scale with the increasing atmospheric moisture (as determined

by the CC scaling with surface temperatures; Table 1, exp PbgCC), λP increases to 7.14%
◦C−1, roughly the value for Pbg=0 case.

Mean temperature

The importance of mean temperature is quantified by estimating the λS that the Cascades

would have were it subject to substantially warmer or colder climate. This is done with

a series of simulations, with both models, of the acc0607 period where the incoming flow

is warmed or cooled by various amounts while maintaining constant Nm. The sounding

temperatures at 1.5 km are changed by ± 0.5, 1, 2, 4, 6, and 10 ◦C, with corresponding sea

level changes of± 0.41, 0.83, 1.66, 3.31, 4.98, and 8.33 ◦C. The output from these simulations

is used to calculate λS values by taking centered fractional differences of Σt(T ). The results

in Figure 4.11 show the range of sensitivities that would be expected for a Cascade-like

mountain range in warmer and cooler climates. λS is about doubled in magnitude for a

4 ◦C warmer climate, and reduced to zero for a 7 ◦C cooler climate. Figure 4.11 also shows

that the basic temperature dependence of λS is well captured by the ML model (except

at much cooler temperatures where the treatment of non-orographic lowland snow causes

large differences), as it is mainly determined by where the distribution of ML’s lies on the

mountain.
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Figure 4.11: Values of λS estimated as a function of average sea level temperature during

storms. Temperatures are relative to current KUIL climatology ([Ts]avg − [Ts]KUIL, with

[Ts]KUIL = 8.5 ◦C). Bold line is for LT model and thin line is for ML model.

4.5.2 Topgraphic controls on λS

Basin-to-basin variability

Differences in λS between the major catchments of the study region (distinguished in Figure

4.1) are considered. Figure 4.12 shows the values of λS estimated by the LT snowfall model

plotted against the values estimated by the ML model. For these basins λS ranges from

-14 to -32% ◦C−1, revealing that different portions of the Cascades, subject to the same

regional climate but different topography, exhibit considerable variability in their response

to warming. This is due largely to the differing hypsometries of these basins relative to the

ML distribution, evidenced by the ML model’s ability to capture variations in λS . Note

that basin-to-basin variability is quite large in comparison to the effects of most climate

factors (e.g., the scaling of precipitation, vertical structure of the warming, ∆ML).
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Figure 4.12: Sensitivity of snowfall to warming predicted by the LT snowfall model ((λS)LT )

versus sensitivity from the ML ((λS)ML) for various catchments draining into Puget Sound

(indicated with letters in Figure 4.1). The dashed line has a slope of unity for comparison.

Note the large basin to basin variability of λS exhibited by both models.

Mountain height and width

To investigate the importance of mountain height the acc0607 period is resimulated with the

topographic height scaled by a uniform factor of 75 or 125%. As the scale is reduced there is

a decrease in orographic precipitation due to reduced lifting of the incoming flow, and also a

decrease in snow vs. rain due to an increased fraction of the terrain residing below the storm

ML’s (Table 1: exp z75% and exp z125%). Unsurprisingly, the temperature sensitivity

decreases in magnitude as mountain height is increased and more of the mountain is subject

to cold temperatures, with λS going from -23.8 to -10.8% ◦C−1. This is largely due to

changes in λML, which goes from -27.8 to -15.9% ◦C−1. With the increased mountain height

λP also changes, increasing from 5.21 to 5.79% ◦C−1, and the fraction of the precipitation

increase realized as snow also increases, from 77% to 88%.

The importance of mountain width is investigated by resimulating the acc0607 period

using the LT model with the east-west dimensions of the model grid cells scaled by 75

or 125%. As the mountain narrows the total precipitation integrated over the windward
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slope decreases somewhat (due to more spillover and lee-side evaporation), but the average

precipitation at each elevation increases since the rain and snowfall is distributed over a

smaller area. However, these changes do little to alter the shape of the S(z) profile (not

shown), and as a result barely affect the values of λS (Table 1, exp x75% and exp x125%).

4.5.3 Response to warming in excess of 1 ◦C

So far this study has only dealt with the changes in snowpack associated with a 1 ◦C

warming. Results have been expressed as a percentage change in snow accumulation per

degree of warming, units which imply the fractional loss of snowpack scales linearly with

the amount of warming, but this may not be the case. To investigate how the magnitude of

the climate warming determines the loss of snowfall, the experiments described in section

4.5.1 are used to calculate fractional changes in snow accumulation (relative to the control

climate) as a function of sea-level temperature change, ∆Ts (Figure 4.13).

This analysis reveals that for surface warming up to about 4 ◦C the fractional loss of snow

is an approximately linear function of ∆Ts, which can be estimated well from the ∆T=1 ◦C

case (see fine-dashed line in Figure 4.13). Also shown is how the change in snowfall due to

precipitation changes or ML changes alone depends on the amount of warming (gray lines

in Figure 4.13). This demonstrates that the relative importance of precipitation and ML

changes is a strong function of the amount of warming. Figure 4.13 also shows that for

large amounts of warming, the loss of accumulation area due to ML changes dominates, and

precipitation changes have a negligible effect. This is emphasized by comparison of the total

loss in accumulation with the loss predicted by summing the ML and precipitation related

changes (solid and dashed black lines in Figure 4.13). For modest amounts of warming

these two values are similar since much of the increase in precipitation is realized as an

increase in snowfall. But, for large amounts of warming the total loss of snowfall is much

greater than the sum of the two effects, since much of the increase in precipitation occurs

in areas where snow has been turned to rain as ML’s rise. For surface warming in excess of

about 2 ◦C, less than 50% of the precipitation increase adds to the snowpack, and for 5 ◦C

this is reduced to less than 20%. Therefore, under substantial warming the loss of snow
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accumulation area provides a profound limit on how much precipitation increases may act

to preserve the snowpack.

Figure 4.13 also shows the range and “best guess” of wintertime warming projected

for the Northwestern US from the IPCC AR4 GCMs for the 2080’s relative to the 1980’s

(Climate Impacts Group, 2009). Taking into account this range of projections the LT

snowfall model suggests a very large uncertainty in the amount snowfall loss by late in the

century: 20-75%. This range comes both from uncertainties in greenhouse gas emissions and

how those emissions relate to regional climate warming. For the LT snowfall model these

uncertainties appear much larger than those associated with the choice of methods and

model parameters used to relate a given warming to a change in snow accumulation (note

the range of λS values in Table 1). The loss of snowfall is substantial even at 3 ◦C, in the

middle of the range of possible warmings, despite an almost 20 % increase in precipitation,

since much of the precipitation increase is lost to runoff.

4.5.4 Response to circulation changes

The LT snowfall model may also be used to assess the importance of climate changes

other than warming. It has been suggested that circulation changes associated with global

warming may cause winds to impinge against the Cascades at a different angle, resulting

in altered orographic enhancement of precipitation (Salathé et al., 2008; Climate Impacts

Group, 2009). The importance of such circulation changes is roughly quantified by rerunning

the LT snowfall model assuming that, in addition to warming, climate change includes a

shift in the wind direction during storms. An experiment is conducted where the acc0607

period is resimulated with the wind directions shifted clockwise by 12◦ (an amount equal to

twice the standard deviation of the annual mean wind direction in the 1-2 km layer of the

KUIL storm soundings). This shift makes the winds more perpendicular to the Cascades

and increases orographic enhancement. The increase in orographic precipitation due to

the wind shift almost perfectly cancels out the loss of snow due to warming, resulting in

a decrease in snowfall of only -0.5% for 1◦C of surface warming (instead of -15.6% in the

control case). Note, this method neglects the effect that circulation changes would have on
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the temperature and moisture characteristics of the incoming flow. More westerly winds

would presumably be colder and drier. Thus, these results likely overestimate the impact

of circulation changes, perhaps presenting an effective upper limit. If instead the wind

directions are rotated counter-clockwise by 12◦, there is reduced orographic enhancement

and an increased snowfall loss of -29.9%. These results suggest that if regional climate

change includes substantial shifts in circulation patterns, then the associated changes in

orographic enhancement may be important for snowpack, possibly more important than

precipitation changes directly due to warming.

4.6 Conclusions

Controls on the sensitivity of mountain snowpack accumulation to climate warming, λS ,

have been examined using experiments with a pair of idealized, physically based models: an

idealized orographic snowfall model (the LT snowfall model), and a very simple melting-level

(ML) model. Experiments and comparisons between the two models show that the relation-

ship between the climatological distribution of storm ML’s and the mountain hypsometry

is the strong underlying determinant of λS .

Accounting for ML changes alone, the more sophisticated of these two models gives a

temperature sensitivity of -19.4 or -22.6% ◦C−1 of warming for the windward slopes of the

Washington Cascades, depending on the vertical structure of the warming. For modest

amounts of warming, increases in orographic precipitation associated with increasing atmo-

spheric moisture may play an important role in moderating the loss of snowfall, reducing the

magnitude of the Cascades sensitivity to -14.8 or -18.1 % ◦C−1. However, for the Cascades,

and presumably other temperate mountains of moderate height, once warming exceeds a

few degrees physically plausible increases in orographic precipitation are unable to compete

with the loss of accumulation area and have minimal effect on λS . Shifts in circulation pat-

terns may also play an important role. Changes in wind direction have large impacts on the

intensity of orographic precipitation, and accordingly may act to moderate or exacerbate

the loss of mountain snowpack under climate change.

Since λS is determined mainly from the terrain and ML distribution, simple models

such as the ML model and Casola et al. (2009)’s geometrical model can be quite effective
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tools for estimating λS . The ML model is computationally cheap, requires minimum input

data, and compares favorably with more complex models. It thus may be useful for resource

managers desiring ballpark estimates of the vulnerability of specific mountainous watersheds

to climate warming. It is more generally applicable than the geometrical model of Casola

et al. (2009) since it does not require assumptions about the base elevation of the snowpack,

the shape of the snow profile, or the lapse rate.

By focusing on identifying the relative importance of various factors for determing λS ,

this research offers information about what models must capture to make a realistic pro-

jections of the impacts of warming on mountain snowpack. For instance, large differences

in the climatological pattern of orographic precipitation were found to have only modest

effects on λS . Thus, biases in precipitation patterns in regional climate models may not

introduce large errors in projections of fractional snowpack change. In contrast, the distri-

bution of ML’s relative to the basin hypsometry is of fundamental importance. Accordingly,

differences in the hypsometry of adjacent catchments in the same mountain range may lead

to substantial differences in λS , and errors in characterizing ML’s may have sizeable effects

on estimates of λS .

Many results of this study should be broadly applicable to other mid- and high-latitude

mountain ranges around the world that receive much of their precipitation during moist,

stable, and relatively unblocked flow. Experiments where mountain shape and mean tem-

perature are varied give a sense of how results may be different for mountains with different

terrain geometry or mean climate. Despite these differences, the importance of hypsometry

and ML climatology, and the decreasing importance of precipitation changes with increasing

warming should hold true for many other regions.
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Figure 4.13: Percentage change in snow accumulation as a function of surface warming as

estimated by LT snowfall model (black solid line, with circles showing individual model

runs). Gray solid line and dashed lines show the changes that would occur if only ML’s or

precipitation intensity were to change with warming. Black dashed line shows the sum of the

two gray lines. The fine dashed line show the linear extrapolation of the λS values calculated

from the ∆T = 1 ◦C case. The shaded region shows the range of GCM projected warmings

(for 2080’s minus 1980’s) for the Pacific Northwest region (Climate Impacts Group, 2009).

Projections come from the IPCC AR4 models with emissions scenario A1B. Vertical line

shows the best GCM estimate attained from a weighted average of the AR4 models (Climate

Impacts Group, 2009).
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Chapter 5

MESOSCALE CONTROLS ON THE CLIMATOLOGY OF THE
MOUNTAINSIDE SNOW LINE

5.1 Introduction and background

One of the most fundamental aspects of mountain weather and climate is the snow line,

loosely the boundary between low elevation rainfall and high elevation snowfall. The precise

location that the snow line intersects the topography during storms is central in determining

the navigability of mountain roadways and railways, the risk of landslides and avalanches,

and the quality of mountain recreation. The snow line is particularly important for de-

termining the effect of storms on mountain streamflow, since snow may accumulate on

the ground whereas rainfall can produce runoff much more quickly, potentially leading to

flooding (White et al., 2002; Hamlet and Lettenmaier, 2007; Lundquist et al., 2008). The

distribution of snow line elevations during storms also determines the seasonal accumula-

tion of mountain snowpack (e.g., Minder, 2010). For many societies mountain snowpack is

a crucial water resource (e.g., Barnett et al., 2005), and its sensitivity to climate is respon-

sible for some of the largest impacts of climate variability and climate change (e.g., Climate

Impacts Group, 2009).

For both storm runoff and climatological snowpack accumulation, changes of a few hun-

dred meters in the snow line elevation have major impacts. For example, White et al. (2002)

modeled that a rise in the snow line of about 2000 ft (610 m) during a storm would lead to

a tripling of the runoff for three mountainous river basins in northern California. Minder

(2010) modeled that the approximately 200 m rise in the average snow line elevation asso-

ciated with 1◦C of climate warming acts to reduce annual snowpack accumulation in the

western Cascade mountains by about 15–18%.

Despite these large sensitivities to modest changes in snow line, forecasters and re-

searchers often rely on simple empirical relationships to estimate mountain snow lines,
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relationships that do not take into account the myriad physical processes that control pre-

cipitation formation, phase change, and fallout over mountains. For instance, hydrological

models often estimate the phase of precipitation based on surface temperature relation-

ships, ignoring the impact of atmospheric processes aloft (e.g., Anderson, 1976; Westrick

and Mass, 2001; Hamlet et al., 2005). Furthermore, climate studies sometimes use verti-

cal temperature profiles from coarse resolution models— models that very poorly resolve

mountainous topography— to infer trends in mountain snow lines and resulting climate

impacts on systems such as mountain glaciers and snowpack (e.g., Diaz et al., 2003; Arendt

et al., 2009). These relatively crude methodologies are use in part because the behavior of

mountain snow lines and their physical controls are poorly understood. Motivated by the

central role of the snow line in mountain weather and climate, this study aims to sharpen

this understanding.

5.1.1 Terminology

In understanding the snow line, a key variable is the 0 ◦C isotherm elevation, Z0C , since

this is where frozen precipitation starts to melt as it falls. In this study Z0C is defined as

the lowest elevation where the atmospheric temperature profile, T (z), crosses 0◦C (shown

schematically in Figure 5.1a). The region below Z0C where melting is occurring is referred

to as the melting layer.

The snow line is not a discrete boundary, since both frozen, partially melted, and liquid

precipitation may coexist, thus it may be defined in various ways. This study focuses on

the snow line elevation, ZS , defined as the elevation where 50% of the frozen hydrometeor

mass (quantified by the mixing ratio of snow and graupel: (qs+qg)) falling through Z0C has

been lost, presumably by melting into rain (shown schematically in figure 5.1b). Another

possible measure of the snow-rain transition is the elevation at which half of the vertical flux

of hydrometeors (i.e., the precipitation rate) is frozen and half is liquid. This rain-snow line

elevation, ZRS , differs from ZS in that in considers both frozen and liquid precipitation and

in that it considers hydrometeor fluxes instead of mixing ratios. For simplicity this study

will focus on ZS , but ZRS will also be briefly considered to show how the results depend on
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Figure 5.1: Schematic illustration of how the main quantities considered in this study are

defined. (a) Determination of Z0C from a temperature profile, T (z). (b) Determination of

ZS from a profile of frozen hydrometeor mixing ratio , (qs + qg)(z). (c) Determination of

∆Z0C , ∆ZS , and ∆Z0CtoS from upwind and mountainside values of Z0C and ZS . Dashed

lines are drawn at the elevation of the upstream Z0C and the mountainside ZS .

the choice of metric.

Directly measuring ZS aloft is challenging and requires missions with specially equipped

aircraft. Consequently, most observations of ZS are indirect in nature, relying on remote

measurements of equivalent radar reflectivity factor. During stratiform precipitation, radar

reflectivities often show a strong enhancement in the region of melting. This is referred

to as the radar bright band, BB, and occurs as a result of aggregation of hydrometeors,

changes in complex index of refraction, and changes in fall speed that occur during melting

(e.g., Houze, 1993). The BB is a region of finite thickness that typically begins just below

the elevation of Z0C and roughly coincides with the melting layer. The vertical thickness
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of the BB is observed to increase with increasing precipitation rate (Klaassen, 1988; Fabry

and Zawadzki, 1995). The bright band elevation, ZBB, is be defined as the elevation in this

region with maximum reflectivity (following, e.g., White et al., 2002). ZBB is typically the

best remotely sensed proxy for ZS available.

The focus of this study is on how Z0C and ZS are modified over the windward slopes of a

mountain. This is quantified by comparing Z0C and ZS where they intersect the mountain

to upstream values where orographic influences are modest or absent. The orographic influ-

ence on temperatures are quantified as ∆Z0C , the displacement between the mountainside

Z0C and its upwind value (figure 5.1c). Likewise, the local orographic influence on the snow

line is quantified as ∆ZS , the displacement between the mountainside ZS and its upwind

value (figure 5.1c). Understanding ∆ZS is relevant to the interpretation of radar datasets

that measure ZBB upwind of and over mountains (e.g., White et al., 2002; Lundquist et al.,

2008). Since orographic influences on Z0C may extend farther upwind than the precipitation

region, the full orographic influence on the snow line is quantified as ∆Z0CtoS , the displace-

ment between the mountainside ZS and the upwind Z0C (figure 5.1c). Understanding the

behavior of ∆Z0CtoS is particularly important for relating upstream temperature profiles

from soundings and global models to mountain snow lines (e.g., Diaz et al., 2003; Arendt

et al., 2009; Minder, 2010).

5.1.2 Previous work

A comprehensive observational analysis of ZS over mountains demands detailed mapping

of the dynamic, thermodynamic, and microphysical fields above mountain slopes. Some of

the earliest work to bring together and analyze such a dataset was presented by Marwitz

(1983, 1987). These studies examined several orographic storms over the northern Sierra

Nevada mountains using ground-based C-band radar, special soundings, and in situ aircraft

data. Over the windward slopes during stratiform storms Z0C was found to descend by at

least 400 m (relative to the upstream) (Figure 5.2a, Marwitz, 1987), and the radar BB was

found to increase substantially in depth as it approached the mountain (becoming as thick

as 1 km) (Figure 5.2b, Marwitz, 1983).
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Figure 5.2: Figures from previous observational studies showing drop in Z0C and ZBB.

(a) Isotherms (oC, with Z0C in red) analyzed from aircraft in situ measurements over the

northern Sierra Nevada on 25 Feb 1983 (adapted from Marwitz, 1987). (b) Equivalent radar

reflectivity (dBZe) from RHI scans with the NOAA CP-3 radar over the northern Sierra

Nevada on 15 Feb 1980 (from Marwitz, 1983). (c) Reflectivity (dBZe) from P-3 airborne

radar analysis over the Lago Maggiore region of the Italian Alps on 21 Oct 1999 (from

Medina et al., 2005). (d) Reflectivity (dBZe) from RHI scans with the S-Pol radar over

the Oregon Cascades on 28 Nov 2001 (from Medina et al., 2005). In all panels winds are

impinging from the left.
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The features in the temperature and reflectivity fields described by Marwitz (1983, 1987)

are not unique to the specific storms he observed over the Sierra Nevada. This was made

evident by Medina et al. (2005), who examined ground-based and airborne radar data from

three stratiform precipitation events: one over the Alps (from the MAP field campaign) and

two over the Oregon Cascades (from the IMPROVE-2 campaign). As shown Figure 5.2c-d,

they found a similar drop in ZBB of several hundred meters over the windward slopes of

both of these ranges. Interestingly, the form of this drop was shown to be variable: over

the Cascades the BB expanded in depth from the bottom (Figure 5.2d), whereas over the

Alps both the upper and lower edge of the BB sloped downwards towards the crest of the

range (Figure 5.2c).

The mesoscale modification of ZS also appears consistently in observations of many

storms, distinguishing it as a climatological feature. Lundquist et al. (2008) and Kingsmill

et al. (2008) used several years of observations to characterize the spatial variability of ZS

and Z0C in the same region of the northern Sierra Nevada as studied by Marwitz (1983,

1987). Lundquist et al. (2008) used 5 years of hourly radar profiler measurements to show

that on average ZBB drops by 73 m between a coastal site and a site at the base of the

Sierra (although ZBB may drop even farther between the radar and the windward slopes).

Kingsmill et al. (2008) used a transect of profilers from the HMT field program (e.g., Ralph

et al., 2005) to track the BB across the entire windward slope of the Sierra for three years.

They found that ZBB above the windward slopes is on average ∼200 m lower than upstream

of the terrain. Furthermore, large storm-to-storm variability was observed: the windward

ZBB was found to range from 1 km lower to 200 m higher than the upstream ZBB (Kingsmill

et al., 2008).

5.1.3 Possible mechanisms

A number of physical mechanisms have been proposed to explain the mesoscale structure

of ZS observed over mountains.

• The first of these proposed mechanisms relies upon cooling of the air by the melting of

orographically enhanced precipitation, and is based on concepts developed from stud-
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ies of stratiform precipitation over flat terrain. In a classic study Findeisen (1940)

observed a number of soundings through stratiform precipitation with near-freezing

isothermal layers, leading him to propose a conceptual model for the profile of tem-

perature in the melting layer: the upper portion of the melting layer is cooled to

near-freezing by the uptake of latent heat during melting; then this localized cooling

leads to an unstable stratification, which in turn induces convective overturning and a

deepening of the layer of cooled air and melting. Subsequent studies elaborated greatly

on Findeisen (1940)’s work. For instance, Stewart et al. (1984) examined in situ air-

craft data from the melting layer of stratiform clouds and found near-isothermal 0◦C

layers ∼200 m thick atop the melting layer and the radar BB, with unstable stratifica-

tion below. Simple analytic models have been formulated— by considering the energy

balance and convective adjustment of a vertical column— and used to understand

how the depth of the 0◦C isothermal layer increases with time and precipitation rate

(Lin and Stewart, 1986; Unterstrasser and Zängl, 2006). The increase in 0◦C layer

thickness with precipitation rate has been cited as a cause of the observed increase in

BB thickness with precipitation rate (Klaassen, 1988).

During studies of orographic storms over the Sierra, Marwitz (1983, 1987) observed

soundings with deep near-isothermal layers at near-freezing temperatures. He cited

this as evidence that the drop in ZBB (and ZS) over the windward slope is due to the

latent cooling of air by the melting of orographically enhanced precipitation (hereafter

LCpmelt); he argued that enhanced precipitation rates over the mountain slopes lead

to more cooling, deeper 0◦C layers, and lower ZS , than in the air upwind. Modeling

studies have also cited LCpmelt as important in determing the mesoscale structure

of ZS and Z0C during stable flow over topography. Focusing on a single case, Wei

and Marwitz (1996) conducted 2D simulations of an orographic blizzard over the

Colorado Front Range. They showed that, in the model, substantial cooling of air

over the windward slopes due to LCpmelt lead to a several hundred meter drop in

Z0C and the development of a mesoscale front. Also, Colle (2004) showed a drop in ZS

in a number of his simulations of flow over 2D ridges. He attributed this to LCpmelt,
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but did not characterize the behavior in any detail.

• Another hypothesis, not directly discussed in previous work, is that a large portion

of the drop in ZS can be explained by variations in the distance over which frozen

hydrometeors melt. Since melting snowflakes of different sizes fall and melt at differ-

ent rates, the distance that a melting snowflake travels below Z0C before melting is a

function of the snowflake size (as well as relative humidity, snow density, and atmo-

spheric lapse rate) (Matsuo and Sasyo, 1981; Mitra et al., 1990). For example, Mitra

et al. (1990) modeled that a snowflake 10 mm in diameter would descend about 100 m

farther below Z0C before melting than a 5 mm snowflake. Since higher precipitation

rates are associated with snowflakes of larger sizes, this implies thicker melting layers

(and radar BB’s) for higher precipitation rates, as is observed (e.g., Klaassen, 1988;

Fabry and Zawadzki, 1995).

In the upwind side of the orographic cloud the size distribution of the frozen hydrom-

eteors is likely to be weighted towards small diameter snowflakes, which fall slowly

and melt relatively quickly. Thus, ZS should be expected to lie near Z0C . Downwind,

closer to the windward slope, where vertical motion is stronger and cloud water is

enhanced, snowflakes grow larger and rime into graupel. These larger snowflakes and

graupel will fall more quickly and take longer to melt. Therefore, frozen hydrometeors

should descend farther before melting completely, and ZS should lie farther below Z0C

than in the upstream. This should be true even if the temperature profile is the same

throughout the orographic cloud (i.e., even in the absence of LCpmelt).

• As noted by Medina et al. (2005) and Kingsmill et al. (2008), the process of adiabatic

cooling, which occurs as parcels are forced to rise over a topographic barrier and

expand, could be important. If air parcels passing over the mountainside have risen

and cooled with respect to the air at the same elevation upwind, Z0C and ZS will

drop.

• When impinging winds are weak relative to the atmospheric stratification and moun-
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tain height, the flow upwind of a mountain can become blocked and stagnate. If the

blocked region consists of preexisting cold air that is colder that the incoming flow,

this could result in a lowering of Z0C and ZS (e.g., Bousquet and Smull, 2003; Medina

et al., 2005).

• Other more local factors can play a major role in determining ZS at specific mountain

locations. Steenburgh et al. (1997) showed that cold continental air can be channeled

through passes in the Cascade Mountains by easterly winds, in opposition to the

synoptic scale flow, resulting in a localized lowering of Z0C and ZS . Other studies have

shown how the geometry of mountain valleys can amplify the tendency for LCpmelt

to lower ZS (e.g., Steinacker, 1983; Unterstrasser and Zängl, 2006).

5.1.4 Questions

As described above, previous research has made it clear that mesoscale processes over the

windward slopes of mountain ranges regularly act to strongly modify ZS relative to the

upstream. On average this results in a drop of a few hundred meters in ZS , but this

behavior can be quite variable storm-to-storm. Furthermore, while a number of physical

mechanisms have been suggested, no study has yet considered these mechanisms together

and in depth, assessed their relative importance, examined their interactions, or used them

to explain the storm-to-storm variability observed in the climatology.

This study uses a numerical model of mountain airflow and precipitation combined with

theory to address the following:

1. How do various physical processes (e.g., adiabatic cooling from orographic lifting, dia-

batic cooling from melting precipitation, variations in hydrometeor melting distance)

interact to determine ZS on a mountainside?

2. How robust are predictions of ZS to the choice of model configuration?

3. How do variations in upstream conditions cause the mesoscale structure of ZS to vary

storm-to-storm and with climate?



119

4. How do differences in topographic form cause the mesoscale structure of ZS to vary

between different mountains?

For simplicity this study focuses on mechanisms responsible for determing ZS averaged

along the length of a mountain range. Thus, local effects associated with valleys and moun-

tain passes are disregarded.

5.2 Numerical Model

To represent the various dynamic, thermodynamic, and microphysical processes influencing

ZS requires a full mesoscale numerical weather prediction model capable of simulating all

these processes and their interactions. Accordingly, the Weather Research and Forecasting

(WRF) model (version 3.0.1, Skamarock et al., 2008) is employed to conduct experiments.

Since these experiments are focused on isolating and understanding the physical mechanisms

that control ZS (as opposed to simulating ZS for a specific storm) the model is used in a

semi-idealized configuration, with simplified topography and incoming flow characteristics

(as in studies such as, Epifanio and Durran, 2001; Jiang, 2003; Colle, 2004; Kirshbaum

and Smith, 2008; Galewsky, 2008). Including only the minimum components necessary to

capture the gross behavior or ZS allows for clear diagnosis of important processes. The

importance of additional layers of complexity is assessed by adding them incrementally.

The experiments simulate steady, stably-stratified, near-saturated, non-hydrostatic air-

flow and precipitation over a smooth mountain barrier. The simulations are initialzed with

a horizontally uniform atmospheric profile. In the troposphere the temperature profile is

constructed by prescribing a value for the temperature at z = 0, Ts, and then iteratively

solving for temperatures at higher levels, using the methods outlined in Miglietta and Ro-

tunno (2005, 2006). A uniform value of moist stability, Nm, is prescribed, and hydrostatic

balance is imposed. The definition of Nm used comes from Lalas and Einaudi (1973) and

Durran and Klemp (1982):

N2
m =

g

T
(Γm − Γ)(1 +

Lvqvs
RdT

)− g

1 + qw

dqw
dz

, (5.1)

where T is temperature, Γ is the environmental lapse rate (−dT
dz ), Γm is the moist-adiabatic

lapse rate, Lv is the latent heat of vaporization for water, Rd is the ideal gas constant for
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dry air, qvs is the saturated water vapor mixing ratio, qw is the total water mixing ratio

(qvs + qL, where qL is the condensed water mixing ratio), and g is the acceleration due to

gravity. A uniform relative humidity, RH is prescribed throughout the troposphere (with

respect to ice for temperatures <0◦C). The sounding has a tropopause at 8 km, above

which is a stratosphere where RH is reduced to 20% and a dry stability, N , of 0.02 s−1 is

prescribed.

(a) (b)
d2 (Δx,y=6km)

d3 (Δx,y=2km)

Stratosphere
(N =0.02 s-1, RH=20%, U=15 m s-1)

Troposphere
(N

m
=0.005 s-1, RH=95%, U=15 m s-1)

w-damping layer

h
o
=1.5 km

a =40km

Figure 5.3: Domains for the WRF simulations: (a) 2D simulation domain showing the

terrain profile with a bold line. The location of the troposphere, stratosphere, and damping

layer are denoted, as are the initial atmospheric conditions for the control simulation; (b)

3D simulation domains showing the inner two of three nested domains (d2-d3) and their

horizontal grid spacing (∆x, y). The terrain elevation for the 3D control simulation is

contoured every 300 m.

A first set of experiments are quasi-2D, and the terrain takes the form of a ridge that is
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infinitely long in the cross-wind (y) dimension and has a profile described by:

h(x, y) =

 hm
16 [1 + cos(πr)]4, if |r| ≤ 1;

0, otherwise,
(5.2)

where

r2 =
( x

4a

)2
. (5.3)

A mountain height, hm, of 1.5 km and a half-width, a, of 40 km are used for most simulations,

to create a terrain profile with dimensions roughly similar to the Cascade mountains (figure

5.3a). Additional fully 3D simulations are conducted where the terrain is instead described

by equation 5.2 and:

r2 =


(
x
4a

)2 +
(
|y|−(β−1)a

4a

)2
, if |y| > (β − 1)a;(

x
4a

)2
, otherwise.

(5.4)

A horizontal aspect ratio, β, of 5 is used in the 3D simulations.

The effects of the Earth’s rotation are included in the simulations by applying the Cori-

olis force to the perturbations from the initial wind profile, which is assumed to be in

geostrophic balance with a background pressure gradient. This is equivalent to subtract-

ing a geostrophically balanced reference state from the governing equations, and follows

Colle (2004) and Kirshbaum and Smith (2008). The f-plane approximation is made, with

f=10−4 s−1.

Third order Runge-Kutta time stepping is used, with fifth order horizontal and third

order vertical advection. The boundary conditions are open in the x-direction and periodic

in the y-direction for both the 2D and 3D simulations. The upper boundary condition is a

constant pressure surface, with the vertical velocity damping layer described by Klemp et al.

(2008) applied over the top 10 km to prevent the reflection of gravity waves off the model

top (Figure 5.3a). The bottom boundary condition is free-slip. The absence of surface

friction simplifies the airflow and makes the analysis more straightforward, but also may

limit the realism of some results, as discussed in section 5.6.1.

For the control simulation 201 vertical levels of a terrain-following η coordinate are used

with spacing, ∆z, varying from 17 m near the surface, to about 450 m at the base of the
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damping layer, and up to 2 km at the model top at z =25 km. To reduce computational

time the other simulations use 91 vertical levels, with ∆z =40 m near the surface. Tests

show that this change in ∆z does not affect the simulated ZS by more than ∼ 15%. For the

2D simulations the horizontal grid spacing, ∆x, y, is 2 km, and there are 1250 gridpoints

in x and 3 in y, yielding a domain 2500 km in x and 6 km in y (Figure 5.3a). For the

3D simulations there are 3 horizontally nested domains with ∆x, y =18, 6, and 2 km. The

positions and dimensions of the inner domains are shown in Figure 5.3b. The outermost

domain is 210×210 grid points and centered on the mountain. The domain nesting is two-

way to prevent spurious wave reflections off the nested grid boundaries (e.g., Harris and

Durran, 2010).

Cloud and precipitation microphysics are parameterized with the Thompson et al. scheme

(Thompson et al., 2004, 2008), a bulk mixed-phase scheme that predicts the number con-

centration of cloud ice, and the mixing ratios of water vapor, cloud liquid water, cloud ice,

rain, snow, and graupel. The scheme originated from the older Riesner2 scheme (Reisner

et al., 1998). Unique features of the scheme include: a non-spherical shape assumed for

snow; a snow size-distribution that is represented with the sum of exponential and gamma

functions; an acceleration of snow and graupel fall speeds in the melting layer to mimic

the behavior of partially melted hydrometeors. This scheme is used because it is one of

the most sophisticated schemes available in WRF and its sensitivities have been extensively

documented for the problem of orographic precipitation (e.g., Thompson et al., 2004, 2008;

Lin and Colle, 2009). A positive-definite limiter (Skamarock and Weisman, 2009) is applied

during the advection of microphysical variables in order to eliminate spurious moisture

sources that can bias precipitation simulations (Skamarock and Weisman, 2009; Hahn and

Mass, 2009; Lin and Colle, 2009).

Turbulent mixing is parameterized throughout the model domains using second-order

diffusion in Cartesian space with spatially uniform and temporally constant eddy diffu-

sivities. This relatively crude parameterization was used because the more sophisticated

Smagorinsky first-order turbulence closure leads to numerical instabilities when used in the

3D simulations. However, tests using the Smagornisky scheme in 2D give very similar results

for the fields and regions analyzed.
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Cumulus convection is presumed to be resolved due to the fine grid used, thus it is not

parameterized. Parameterizations for boundary layer mixing, land surface processes, and

radiation are all turned off. These processes are omitted based on the hypothesis that they

are not essential for producing the gross mesoscale structure of ZS and Z0C . The possible

consequences of this simplification will be discussed later.

Unless otherwise stated, results presented are averages from simulation hours 36-48.

By this time both the dynamical and microphysical fields reach an approximate steady

state. For instance, in all but one simulation, ∆Z0CtoS varies by < ±5% during the analysis

period. Before analysis the fields are linearly interpolated from the model’s terrain following

coordinate onto a regular Cartesian vertical grid.

5.3 Results: physical mechanisms

Next, the results from a control simulation are presented and analyzed in detail. This anal-

ysis focuses on diagnosing and quantifying the important physical mechanisms that control

ZS and ∆Z0CtoS on the mesoscale. These results provide a framework for interpreting

results in subsequent sections.

5.3.1 Control simulation

For the control simulation the initial sounding is characterized by a troposphere with: ver-

tically uniform wind, U , of 15 m s−1, Ts of 15◦C, Nm of 0.005 s−1, and RH of 95%. A

skew-T log-p plot of the control sounding is shown in Figure 5.4. The upstream Z0C of this

sounding is 925 m. Sounding parameters were chosen such that the moist non-dimensional

mountain height, (Nmhm)/U , is 0.5, small enough that the flow should be relatively un-

blocked and rise over the barrier (Pierrehumbert and Wyman, 1985; Jiang, 2003; Galewsky,

2008). Considering the winds and mountain width, the Rossby number, U/(fa), is 3.75,

indicating that rotational effects will play a role, roughly limiting the upwind influence of

the topography to a deformation radius, (Nmhm)/f , or about 75 km (Pierrehumbert and

Wyman, 1985).

Steady-state winds and cloud water fields from the control simulation are shown in

figure 5.5. Cross mountain winds, u, are decelerated as the flow approaches the barrier, and
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Figure 5.4: Skew-T log-p plot showing soundings of temperature (solid) and dew-point

(dashed) used to initialize the control simulation.

along-mountain flow, v, develops as the winds are turned to the left due to the decreased

Coriolis force (figure 5.5a). Since the ridge is infinitely long and the cross-mountain winds

are everywhere positive, the flow all passes over the ridge. The lack of surface friction in

the simulation allows quite strong near-surface winds (>20 m s−1) to develop. Ascent over

the mountain produces vertical winds, w, exceeding 40 cm s−1 (figure 5.5b), which in turn

lead to supersaturation and condensation of cloud liquid water through a 4 km deep layer

(cloud liquid water mixing ratio, qc, plotted in figure 5.5b).

Figure 5.6a shows the mixing ratios of various microphysical species. High above the

mountain cloud ice, qi, is generated, which grows by deposition to form snow, qs, in the

upper regions of the cloud. Note that small values of qs are found upwind of the edge of the

qi field. This is a spurious result, occurring due to excessive diffusion on the upwind edge

of the qs field. Tests show that this feature is removed if a more sophisticated turbulence

parameterization is used, however test also show this error has little impact on the structure

of ZS or Z0C . In the lower 2 km, high qc leads to riming of snow to form graupel, qg. At low

levels the snow and graupel melt to form rain, qr. The surface precipitation rates are shown

in figure 5.7, revealing that surface precipitation transitions from rain, to mostly snow and
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Figure 5.5: Wind and cloud for control simulation. (a) Cross-mountain winds (u, filled

contours every 1 m s−1, with bold grey line at u = U =15 m s−1) and along-mountain

winds (v, contoured every 1 m s−1, with bold line at v=0, and dashed lines for v <0). (b)

Vertical winds (w, contoured every 10 cm s−1, with bold line at w=0, and dashed lines for

w <0), and cloud liquid water mixing ratio (qc, shaded every 5×10−5 kg kg−1).

some graupel over a few hundred meters of elevation.

The melting layer is detailed in figure 5.6b, which shows that Z0C , ZS , and ZRS all

descend as they approach the terrain. Although they have different structures upwind of

the mountain, ZS and ZRS intersect the terrain at similar elevations. Note that ZRS is not

defined upwind of about x = −100 m because snow is sublimating into vapor and no rain is

produced. As a result ZRS begins some distance below Z0C , whereas the upwind end of ZS

is nearly colocated with Z0C . Quantitatively, the mesoscale modifications of ZS and Z0C

are: ∆Z0C =153 m, ∆ZS =235 m, and ∆Z0CtoS =304 m.

Figure 5.6b offers some initial insights into the mechanisms. Temperature contours re-

veal that isotherms both above and below Z0C also descend significantly. Since this descent

occurs well-away from the melting region, where air parcels have not been cooled by LCp-

melt, it is clear that another process — such as adiabatic cooling — is playing a role in

lowering Z0C . Furthermore, the lack of a substantial modification of the temperature struc-

ture below Z0C (e.g., the lack of a near-isothermal layer as found in previous observational
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studies) also suggests that LCpmelt is not particularly pronounced. Also of note is the much

larger drop in ZS (and ZRS) as compared to Z0C . Since LCpmelt and adiabatic cooling

affect ZS principally by cooling the air and lowering isotherms, the additional drop in ZS

is likely due to a mechanism that does not affect temperatures – such as spatial variations

in microphysical melting distances.

The following subsections analyze the results of this simulation to further characterize

and quantify the contributions from LCpmelt, adiabatic cooling, and microphysical melting

distance.

−120 −100 −80 −60 −40 −20 0
0

1

2

3

4

5

6

x (km)

z
 (

k
m

)

 

 

(a) q
r

q
s

q
g

q
i

−120 −100 −80 −60 −40 −20 0
0

0.5

1

1.5

x (km)

z
 (

k
m

)

 

 

∆ Z
S
= 235 m

∆ Z
0C

= 153 m

∆ Z
0CtoS

 = 304 m

(b)

Z
S

Z
RS

Z
0C

Figure 5.6: (a) Mixing ratios of cloud and hydrometeor species for control simulation. qc

is shaded every shaded every 5×10−5 kg kg−1. Hydrometeor mixing ratios are contoured

every 5×10−5 kg kg−1: rain (qr, blue), snow (qs, green), graupel (qg, red). Cloud ice (qi,

cyan) is contoured every 2.5×10−6 kg kg−1. (b) Detail of melting region. Isotherms are

contoured with thin lines every 1◦C. Bold lines show: Z0C (red), ZS (blue), and ZRS (cyan).

The mesoscale modification of Z0C and ZS are noted (∆Z0C , ∆ZS , and ∆Z0CtoS ).

5.3.2 Effect of microphysical melting distance

The role of microphysics, specifically variations in frozen hydrometeor melting distance, will

be quantified first. Consider a single profile through the melting layer of hydrometeor mixing
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Figure 5.7: Surface precipitation rates (at z = h) for total precipitation (pcp), rain, (pcpr),

snow (pcps), and graupel (pcpg). Also shown are the frozen precipitation rate (pcps,g) at

z = Z0C and the terrain profile (h) (in gray).

ratios and precipitation rates, taken at x = −66 m and shown in figure 5.8. These profiles

show how the concentrations of snow and graupel decrease with increasing distance below

Z0C as melting coverts them into rain. The vertical gradients of qs and qr are small at the

top of the melting layer where temperatures are near 0◦C, then increase quickly as melting

progresses in the warmer mid-elevations, and become small again in the lower elevations.

This microphysical structure is similar to that produced by more detailed models of melting

layer microphysics (e.g., Szyrmer and Zawadzki, 1999). The structure of these profiles, and

the distance that frozen hydrometeors descend below Z0C before melting, is determined by

numerous environmental conditions (e.g., temperature lapse rate, winds, humidity, cloud),

that affect microphysical tendencies (via sedimentation, sublimation, melting, collection,

evaporation, advection, mixing), that in turn may modify the environmental conditions

(via absorption and release of latent heat).

Let us hypothesize that, for a given environmental profile, the essential processes deter-

mining the melting distance, Z0C −ZS , in the WRF simulations are the rates of sedimenta-
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Figure 5.8: Microphysical profiles at x=-66 km from WRF control simulation (solid) and

simplified column model (dashed) as a function of distance below Z0C . (a) Mixing ratios: qs

(green), qg (red), qr (blue). (b) Fraction of frozen hydrometeor mass from Z0C remaining,
(qs+qg)(z)

(qs+qg)(z=Z0C) (black), and ratio of frozen precipitation to total precipitation rate, pcps+pcpg

pcp

(cyan). Horizontal lines denote ZS (black) and ZRS (cyan) from each model. (c) Precipita-

tion rates: pcps (green), pcpg (red), pcpr (blue).

tion and melting of hydrometeors as determined by the flux of hydrometeors through Z0C

and by the mean vertical wind and temperature lapse rate below. This implies that other

microphysical tendencies (e.g., collection, sublimation/deposition) and other environmen-

tal conditions (e.g., the mixing ratios of cloud ice and liquid water) are only of secondary

importance.

To test this hypothesis a model of the precipitation processes acting in a single column

of the melting layer is constructed. Hydrometeor mixing ratios qs, qg, and qr are stepped

forward in time using a simplified version of the Thompson et al. scheme. This scheme is

formulated as described in (Thompson et al., 2008) and configured in WRF V3.0.1, except:
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(1) all microphysical tendencies are ignored except sedimentation and the melting of qs and

qg; (2) an exponential size distribution for snow is assumed as in (Thompson et al., 2008)

(instead of a generalized gamma distribution); (3) the “boosting” of snow terminal velocity

based on diagnosed degree of riming is omitted. The domain is Z0C to the surface, and the

vertical resolution is 10 m. The temperature profile is assumed to be steady in time and is

prescribed using the mean lapse rate from the output of the control WRF run at x=-66 m

(5.9◦C km−1). The air is assumed to be saturated with respect to water, and a uniform

vertical velocity averaged from the WRF simulation (0.19 m s−1) is prescribed. The initial

condition is zero hydrometeor mixing ratios except at the upper boundary where the values

from the WRF simulation are prescribed and held constant.

Figure 5.8 shows the output of this column model applied at x = −66 m after a steady

state has been reached. Overall it matches the WRF profiles well. The main difference is

reduced snowfall rates in the column model as compared to WRF. Additional experiments

(not shown) reveal that most of this difference occurs because the column model omits the

“boosting” of snow terminal fall velocity applied in the full scheme to mimic the effects of

riming (Thompson et al., 2008). Still, despite this difference, the column model ZS and

ZRS are very close to those from the full model.

These results support the hypothesis that, in WRF, the distance between Z0C and ZS

(or ZRS) is determined mainly by the melting distance associated with the precipitation

that enters the melting layer. As discussed above, spatial variations in this melting distance

may arise from spatial variations in the frozen hydrometeor precipitation rate at Z0C caused

by orographic precipitation enhancement. To illustrate the sensitivity of ZS to precipitation

rate the column model is rerun using the same environmental conditions (i.e., w,dTdz ), but

different qs and qg prescribed at Z0C . Figure 5.9 shows how the modeled ZS and ZRS vary

with precipitation rate. For very weak precipitation ZS and ZRS are found just 50 m below

Z0C . But, as precipitation is increased to 14 mm hr−1, the distance of ZS and ZRS below

Z0C increases to 180 m and 480 m.

Note that despite these differences between the behavior of ZRS and ZS in the column

model, they intersect the mountain at approximately the same elevation in most of the

subsequent experiments. This may be due to the effects of vertical air motions near the
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Figure 5.9: Sensitivity of column model ZS and ZRS to variations in frozen precipitation

rate (pcps + pcpg) at Z0C . All simulations use the same lapse rate and w as in Figure 5.8.

Distance is measured from Z0C .

mountain on fallspeeds, which have larger effects on the precipitation rates used to calculate

ZRS than the mixing ratios used for ZS . For simplicity, the remaining analyses will only

focus on ZS .

In the full WRF simulation ZS is 170 m below Z0C when it intersects the terrain (figure

5.6b), and the frozen precipitation rate is 2.3 mm hr−1 at Z0C (figure 5.7). The column

model predicts a a similar (albeit smaller) distance between ZS and Z0C for the same

precipitation rate (figure 5.9). In WRF Z0C and ZS are nearly colocated at the upwind

edge of the snowfall where precipitation is very weak (at about x = −120 km in figure

5.6b). This contrasts with the 50 m distance between Z0C and ZS for weak precipitation in

figure 5.9. This discrepancy is likely due to sublimation that acts as a sink for snow in the

unsaturated sub-cloud region in WRF, but is neglected in the simplified column model.

Thus, it appears that, by modulating the melting distance for frozen hydrometeors,

spatial variations in orographic precipitation enhancement contribute to lowering ZS over
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Figure 5.10: Schematic diagram showing how the contributions of various physical processes

to ∆Z0CtoS are quantified in the WRF simulation. Solind lines represent Z0C (red) and

ZS (blue) from a control simulation, while dashed lines represent Z0C and ZS from a

simulation where LCpmelt is suppressed. Denoted on the right are contributions from:

microphysical melting distance, (∆Z0CtoS )micro.; LCpmelt, (∆Z0CtoS )LC); adiabatic cooling,

(∆Z0CtoS )Ad..

the windward slopes. Accordingly, this “microphysical” component of ∆Z0CtoS is quantified

as (∆Z0CtoS )micro = ∆Z0CtoS − ∆Z0C . This is shown schematically in Figure 5.10. Note

that the geometry of the rising terrain means that ZS intersects the terrain upwind of Z0C .

This limits the drop in ZS , since lowering of Z0C donwind of moutainside snow line can

not affect ZS . As defined, (∆Z0CtoS )micro includes this geometrical effect. For the control

WRF simulation (∆Z0CtoS )micro = 151 m.

5.3.3 Effect of latent cooling

To quantify the role of LCpmelt, another WRF simulation is conducted, the same as the

control except the absorption of latent heat by melting of precipitation is removed from

the thermodynamic equation. Figure 5.11 compares Z0C and ZS from this “no LCpmelt”

simulation and the control simulation. ∆Z0C is reduced to 104 m (a reduction of 32 %)

while ∆ZS is reduced to 205 m (a reduction of only 13%). Thus, for the control simu-
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lation, LCpmelt has an important impact on the structure of Z0C , but only a relatively

modest impact on ZS . The component of ∆Z0CtoS attributable to LCpmelt is quantified as

(∆Z0CtoS )LC = (∆Z0C) − (∆Z0C)noLC (Figure 5.10). Since this definition focuses on the

effects of LCpmelt on Z0C it overestimates the effect of LCpmelt on ZS , since the lowering

of Z0C occurring downwind of the mountainside snowline does not effect ZS . However, since

this geometrical effect depends on the behavior of ZS , it is included in (∆Z0CtoS )micro. For

the control WRF simulation (∆Z0CtoS )LC = 49 m.
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Figure 5.11: (a) As in figure 5.6, but Z0C and ZS are also shown for the experiment in which

LCpmelt is suppressed (dashed lines) and ZRS is omitted. (b) Back trajectory analysis for

the control simulation. One-hour air parcel back trajectories ending at Z0C are plotted

(green lines, with circles every 5 min). Also shown are: (qs + qg) (shaded every 1×10−4)

and Z0C (red line)

The modest contribution of LCpmelt is notable since LCpmelt has been suggested as

the principle cause for the lowering of ZS by several previous studies (e.g., Marwitz, 1983,

1987; Colle, 2004). Why is LCpmelt ineffective in substantially lowering Z0C and ZS in this

simulation? In the simple model used by Lin and Stewart (1986) and Unterstrasser and

Zängl (2006) the depth of the 0◦C layer formed during stratiform precipitation (over flat

terrain) is a function of the snowfall rate into the melting layer, the temperature lapse rate
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below Z0C , and the duration of the precipitation. There is no duration associated with the

WRF results since they represent a steady state scenario. However, a potentially important

timescale in the problem is the duration of time that an air parcel spends in the melting

region, since this acts as a limitation on how much the air may be cooled by melting.

To characterize the residence time of air parcels in the melting region one-hour back

trajectories are calculated for air parcels ending at various locations along Z0C . These

are plotted in figure 5.11b. To show the region where substantial latent cooling may be

occurring, Z0C and the total frozen hydrometeor mixing ratio, (qs + qg), are also plotted,

since only regions below Z0C with substantial (qs+qg) should be associated with significant

melting and cooling. These trajectories reveal that, due to the strong near-surface winds,

air parcels spend only about 25 min in the melting region, and even less in the region of

significant (qs + qg) (about 10 min). Apparently this is insufficient time for melting to cool

the parcels substantially. In fact, for stratiform precipitation with the same environmental

lapse rate and precipitation rate as in the WRF simulation, the simple model of Lin and

Stewart (1986) (as modified by Unterstrasser and Zängl (2006)) predicts a very shallow 0◦C

layer of only 15 m when a 10 min precipitation duration is assumed.

5.3.4 Effect of adiabatic cooling

The effects of adiabatic cooling on ZS are first examined by analyzing a model much simpler

than the full WRF simulation: a Lagrangian air parcel model that describes how the tem-

perature of the near surface air varies as it passes over the windward slopes of the mountain.

This model assumes that flow over the topgraphic barrier is steady-state, pseudo-adiabatic,

unblocked, and laminar. In this situation the lowest streamline parallels the topography.

Furthermore, parcel temperatures along this streamline are determined completely by the

initial temperature of the air and the amount of ascent that occurs (as determined by a the

dry adiabatic lapse rate, Γd, until saturation occurs, and then by the moist pseudo-adiabatic

lapse rate, Γm). Thus, if the RH and surface temperature upstream of the mountain, Ts,

are known, then the mountainside value of Z0C can be determined (assuming also that the

mountain is tall enough to lift and cool parcels to 0oC). If the upstream temperature profile,
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and thus the upstream value of Z0C , is also known (e.g., by knowledge of the stratification

Nm), then ∆Z0C can be determined as well. This is all shown schematically in Figure

5.12a-b.
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Figure 5.12: Schematics showing how ∆Z0C is determined by adiabatic cooling in the

parcel model. (a) x − z section showing environmental temperature profile and flow along

lowest streamline. (b) Idealized profiles of environmental temperature (with lapse rate Γ)

and parcel temperature (with lapse rates Γd and Γm) showing how lapse rate differences

lead to ∆Z0C (shown in red). (c) Profiles (in black) showing how a decrease in Ts decreases

∆Z0C . (d) Profiles (in black) showing how an increase in Γ (and decrease in Nm) decreases

∆Z0C .

Values of ∆Z0C predicted from the parcel model are shown for a range of Ts and Nm

in Figure 5.13. First, note that, for nearly all values of the upstream parameters, ∆Z0C is

positive, indicating a drop in Z0C over the windward slopes. This occurs because as long

as the static stability is significantly positive the upstream environmental lapse rate, Γ, is

less than Γm and Γd, so a parcel rising over the mountain reaches Z0C at an elevation lower
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of upstream surface temperature, Ts, and moist stability, N2
m, for RH =95 %. Negative

contours are dashed. Red dot shows the parameters used for the control WRF simulation.
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than the upstream sounding (see figure 5.12b). The exception of positive ∆Z0C occurs for

very low values of Nm and high values of Ts, which actually correspond to environmental

lapse rates that are larger than the moist pseudo-adiabatic value (note, that in equation

5.1, for Nm = 0 and dqw
dx < 0, Γ > Γm). Another important prediction of this model is a

monotonic increase in ∆Z0C for both increases in Ts and increases in N2
m (except at very

low Nm). The sign of these tendencies can be understood from the simple schematics in

figure 5.12c-d.

Note that the parcel model neglects blocking of the incoming airflow, which could prevent

surface streamlines from following the topography, particularly for high mountains and

strong stability. Therefore, the regime corresponding to the upper right of Figure 5.13,

where stabilities are high and a tall mountain is required to lift and cool parcels to 0oC, is

likely poorly represented by the parcel model.

The impact of adiabatic cooling is apparent at all elevations in the isotherms shown in

figure 5.6b. Ascent of unsaturated air parcels, upwind of the orographic cloud, results in

a downward slope of isotherms since Γd > Γ. As the air reaches saturation at the edge of

the cloud condensation occurs, releasing latent heat, and air parcels begin to rise with lapse

rate of Γm. This change in parcel lapse rate results in an abrupt change in the isotherm

slope, but since Γm is also greater than Γ, the isotherms still slope downward, and the

isotherm slope increases toward the mountain as streamlines steepen and LCpmelt also

becomes important.

To relate the simple parcel model to the control WRF simulation the ∆Z0C from the no

LCpmelt simulation is considered, since the parcel model does not attempt to account for

latent cooling. For the Nm and Ts associated with the WRF control simulation the parcel

model predicts a (∆Z0C)parcel of 110 m (see red dot in figure 5.13). This agrees very well with

the (∆Z0C)noLC of 104 m from WRF. Thus, the portion of ∆Z0C not caused by LCpmelt

appears to be entirely caused by adiabatic cooling of air parcels as they are lifted over

the mountain. Accordingly, the component of ∆Z0CtoS attributable to adiabatic cooling is

quantified as: (∆Z0CtoS )Ad. = (∆Z0C)noLC (Figure 5.10). Again, note that focusing on Z0C

overestimates the effects of adiabatic cooling on ZS somewhat due to geometrical effects.

(∆Z0CtoS )Ad. = 104 m for the control simulation.
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5.3.5 Sensitivity to microphysical parameterization

An array of studies have documented the sensitivity of orographic precipitation simulations

to the microphysical parameterization (e.g., Colle and Zeng, 2004a,b; Thompson et al., 2004;

Colle et al., 2005; Grubisic et al., 2005; Lin and Colle, 2009; Jankov et al., 2009). These

studies have revealed that both the scheme applied and how the applied scheme is config-

ured have major impacts on the amount, pattern, and type of precipitation simulated. A

cursory analysis of how the simulation of ZS is affected by microphysical parameterization

is made by repeating the control simulation using four of the other microphysical param-

eterizations available in WRF. All of the schemes used are bulk schemes— with assumed

size distributions for precipitation and cloud particles— that predict cloud liquid water,

cloud ice, rain, snow, and graupel separately. The Purdue Lin scheme (Chen and Sun,

2002) is a single moment scheme that predicts mixing ratios of microphysical species based

on Lin et al. (1983) and Rutledge and Hobbs (1984). The WSM6 scheme (Hong et al.,

2004; Hong and Lim, 2006) is also single moment and similar to the Purdue Lin scheme,

but with various modifications to the treatment of ice (e.g., Hong et al., 2004), and with

freezing/melting calculated on the sedimentation timestep to improve accuracy of latent

heating/cooling profiles. The Goddard Cumulus Ensemble scheme (Tao et al., 2003) is an-

other single moment scheme. The Morrison et al. scheme (Morrison et al., 2005, 2009) is a

double moment scheme that predicts both number concentrations and mixing ratios of all

microphysical species and represents their size distributions with gamma functions. More

detailed discussion of the differences between the schemes may be found in Skamarock et al.

(2008); Lin and Colle (2009); Jankov et al. (2009). All schemes are employed using their

default configuration in the WRF v3.0.1 release.

The top panels in figure 5.14 show the mixing ratios predicted by the various schemes.

All of these schemes simulate more cloud ice aloft as compared to the Thompson et al.

scheme (c.f., figure 5.6a, noting the different scale for qi). The simulated cloud liquid water

is confined to much lower levels in the WSM6 simulation, and both qi and qc show some

spurious aliasing aloft in the Purdue Lin simulation. There are major contrasts between the

relative proportion of snow and graupel predicted by the schemes. Like the Thompson et
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Figure 5.14: (overleaf) Results from simulations with different microphysical parameter-

izations. (top) Mixing ratios (qc,qr,qs,qg, and qi) as in figure 5.6a, except qi is contoured

every 1×10−5 kg kg−1. (b) Detail of melting region showing Z0C (red), ZS (blue), and qc

as in figure 5.6b.

al. scheme, the Goddard and WSM6 schemes produce a mixture of snow and graupel (with

more graupel at low levels in WSM6), whereas Purdue Lin produces nearly all graupel and

Morrison et al. produces all snow. These differences in the relative abundance of qs and qg

are consistent with the results of previous studies (e.g., Lin and Colle, 2009; Jankov et al.,

2009).

The lower panels of figure 5.14 show qc, Z0C , and ZS in detail over the windward slope.

All the simulations exhibit a drop in both Z0C and ZS over the windward slopes. They

also all produce a similar ∆Z0C to the control (to within 20%). Thus, it appears that the

adiabatic and latent cooling contributions to ∆Z0CtoS , which act by lowering Z0C , operate

similarly regardless of the details of the microphysical parameterizations. This is perhaps

not surprising since these mechanisms depend mostly on airflow, thermodynamics, and

gross aspects of the microphysics (condensational heating, flux of frozen precipitation into

the melting region) that are similar between the simulations.

The structure of ZS is much less consistent across the various runs. The Purdue Lin and

WSM6 simulations give a larger ∆ZS than the control simulation (23% and 15% greater).

Still, both show similar ZS structures to the control, with the distance between Z0C and

ZS increasing as the mountain is approached due increased precipitation rates that increase

fall speeds and melting times. In contrast, for both the Goddard and Morrison simulations

ZS does not diverge from Z0C as the mountain is approached (except temporarily at the

cloud edge in the Morrison simulation). Accordingly, these schemes have little microphysical

contribution to ∆Z0CtoS . So, in contrast to the LCpmelt and adiabatic components, the

microphysical contribution to ∆Z0CtoS varies widely depending upon the scheme used.

Since these schemes are different from each other in many ways, it is not straightforward

to discern the cause of the simulated ZS differences or to determine which scheme represents
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ZS most realistically; differences in assumed hydrometeor size distributions, graupel forma-

tion, and diameter-fallspeed relationships could all affect melting distances. Furthermore,

some of the attributes that are common to all the schemes may severely limit their realism

in the melting region. For instance, melting snowflakes have shapes, fallspeeds, and other

characteristics that are distinct from that of rain or snow (e.g., Mitra et al., 1990), how-

ever none of the schemes considered treat melting snow as a separate microphysical species.

Furthermore, the process of melting tends to convert the smallest snowflakes into rain first,

eliminating the lower end of the snow size spectrum, however the schemes considered all

have size distribution assumptions that do not allow this to occur. The Thompson et al.

scheme attempts to compensate for one consequence of these deficiencies by increasing the

fallspeeds of snow and graupel (to that of rain) in the melting region (Thompson et al.,

2008) to make their behavior more consistent with observations (e.g., Mitra et al., 1990).

Consideration of the simulated profiles from more detailed models (e.g., Szyrmer and Za-

wadzki, 1999) and observations (Stewart et al., 1984; Mitra et al., 1990) suggests that the

very small (Z0C −ZS) found in the Goddard and Morrison et al. schemes is not very realis-

tic. However, determination of which of WRF’s parameterizations most accurately simulate

(∆Z0CtoS )micro will require more direct comparisons with models that offer a more detailed

representation of melting precipitation (e.g., Szyrmer and Zawadzki, 1999; Theriault et al.,

2006), and with both remote (e.g., Jankov et al., 2009) and in situ (e.g., Stewart et al.,

1984) observations of the melting layer.

5.4 Results: 2-D sensitivity experiments

In order to understand how mesoscale controls on ZS vary between different storms, cli-

mates, and mountain ranges a series of 2D sensitivity experiments are conducted. In each

experiment the same setup as the control simulation is used, but a single aspect of either

the incoming flow or the terrain geometry is altered. This study begins by focusing on 2D

experiments for computational efficiency and because simpler airflow response (compared

to 3D) makes the results more straightforward to interpret. Since airflow and precipitation

are most similar between 2D and 3D for unblocked flows (e.g., Epifanio and Durran, 2001;

Galewsky, 2008), the following experiments are designed to keep (Nmhm)/U ≤ 1.
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5.4.1 Temperature

To test sensitivity to temperature, additional simulations are made with warmer (7◦C) and

colder (3◦C) values of Ts, with and without LCpmelt. Figure 5.15a-b shows cross sections

with qc, Z0C , and ZS for these simulations. Since Nm is held constant, the Ts change

also results in changes of the upstream Z0C (from 0.56 km to 1.31 km). Figure 5.15c

shows the precipitation rates associated with each Ts simulation. As Ts is increased the

maximum values of qc and pcp both increase due to the increased moisture flux, although

these increases are moderated by microphysical effects (e.g., Kirshbaum and Smith, 2008).

Figure 5.16a shows that ∆Z0C , ∆ZS , and ∆Z0CtoS all increase with increasing Ts, and

figure 5.16b quantifies the contributions to ∆Z0CtoS of the three physical mechanisms dis-

cussed in sections 5.3.2–5.3.4. All three physical mechanisms act to increase ∆Z0CtoS as

temperatures are warmed: increased adiabatic cooling results from the higher Z0C (e.g., fig-

ures 5.12c and 5.13); increased LCpmelt comes from higher precipitation rates that deliver

more ice into the melting layer; increased microphysical contributions come from the longer

distance that the larger snow and graupel particles (associated with heavier precipitation)

descend below Z0C .

If this simulated dependency on Ts also exists in nature it could have important con-

sequences for regional climate change in mountainous areas. As Ts is warmed in these

simulations Z0C rises by 742 m upwind of the mountains. However, the increase in ∆Z0CtoS

results in only a 594 m rise in the mountainside ZS . Thus, mesoscale processes over the

mountain act to buffer the impact of warming on ZS , reducing by 20% the rise that would

be expected by only considering the effects of warming on the upwind Z0C .

5.4.2 Stratification

To test the effect of stratification, simulations are made with smaller (Nm = 0.002 s−1) and

larger (Nm = 0.007 s−1) moist stabilities. Results are shown in figures 5.17 and 5.18. As

Nm is increased the upwind Z0C is increased since the environmental lapse rate is decreased

(figure 5.17a-b). Changes in Nm affect both the upwind water vapor flux profile and the

pattern of vertical motion over the mountain, and the effect on the precipitation pattern
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Figure 5.15: Cross-sections from Ts simulations. (a) For Ts=3◦C simulation: qc (shaded

every 5 × 10−5 kg kg−1), Z0C and ZS from simulations with (solid) and without (dashed)

LCpmelt. (b) As in (a), but for Ts=7◦C. (c) Precipitation rates (see key) and terrain profile

(gray).
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5.15a, but for Nm = 0.007 s−1. (c) As in figure 5.15c, for Nm simulations.
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Figure 5.18: As in figure 5.16, but for Nm experiments.
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is complex (figure 5.17c). The surface precipitation shifts upwind as Nm increases from

= 0.002 to Nm = 0.005 s−1, since the increase in stability causes a greater upstream tilt

with height of the gravity wave vertical velocities (e.g., Smith and Barstad, 2004; Colle,

2004). However, as Nm increases from = 0.005 to Nm = 0.007 s−1, a further increase in

the upstream gravity wave tilt results in descent aloft that eliminates formation of qi above

the windward slope. This in turn acts to increase the timescale for precipitation formation,

shifting the the upwind edge of the precipitation back downstream (figure 5.17c).

Figure 5.18 shows that ∆Z0CtoS increases with Nm. This increase is predicted well by

the parcel model, and analysis of the WRF output indicates that variations in (∆Z0CtoS )Ad.

are largely responsible for the Nm dependence (figure 5.18b). Nm has a more complicated

relationship to (∆Z0CtoS )micro due to the manner in which precipitation rates change at Z0C .

Decreases in (∆Z0CtoS )micro act to counteract increases in (∆Z0CtoS )Ad. as Nm increases

from Nm = 0.005 s−1 to Nm = 0.007 s−1. (∆Z0CtoS )LCpmelt has very weak dependence on

Nm.

5.4.3 Wind speed

To test the effect of wind speed, simulations are made with smaller (U = 10m s−1) and larger

(U = 20m s−1) cross mountain winds. Results are shown in figures 5.19 and 5.20. Since

the moisture flux scales with U , changes in windspeed have a large impact on precipitation

intensity, with larger winds yielding heavier precipitation rates (figure 5.19c). Increasing

U from 10 to 15 m s−1 increases precipitation everywhere. In contrast, as U is increased

further, to 20 m s−1, the timescale associated with cross-mountain advection becomes com-

parable with the microphysical timescales required for precipitation formation and fallout,

resulting in a downwind shift of the precipitation pattern, and decreases in intensity over

the lower windward slopes (e.g., Jiang and Smith, 2003; Smith and Barstad, 2004; Colle,

2004; Roe and Baker, 2006).

Increasing U from 10 to 15 m s−1 results in a modest increase in ∆Z0CtoS , but increasing

U from 15 to 20 m s−1 leads to a sharp decline in ∆Z0CtoS (figure 5.20a). (∆Z0CtoS )PA shows

almost no U dependence, as predicted by the parcel model (figure 5.20b). (∆ZS)LCpmelt is
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Figure 5.19: (a) As in figure 5.15a, but for U = 10 m s−1 simulation. (b) As in figure 5.15a,

but for U = 20 m s−1. (c) As in 5.15c, but for U simulations.
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Figure 5.20: As in figure 5.16, but for U experiments.
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also constant with U , since the increased melting due to heavier precipitation rates is almost

perfectly compensated for by the decreased residence time of faster moving air parcels in

the melting region (figure 5.20b). Thus, the dependency on U is almost completely due to

microphysical effects.

As U is increased from 10 to 15 m s−1 the precipitation rates at Z0C are increased,

resulting in a modest increase in (∆Z0CtoS )micro. However as U is increased to 20 m s−1,

despite the increase in peak surface precipitation rate, the flux of frozen precipitation at

Z0C is decreased everywhere upwind of x = −47 km. In the last few kilometers, between

x =-47 km and where ZS intersects the mountain, ZS cannot drop drastically due to strong

vertical motion (which are enhanced in the U=20 m s−1 case) that acts to slow the descent

of falling precipitation. As a result (∆Z0CtoS )micro is reduced at high windspeeds.

5.4.4 Relative Humidity

To test the effect of relative humidity, simulations are made with RH ranging from 85–98%.

Results are shown in figures 5.21 and 5.22. As RH is increased both the extent and intensity

of precipitation increase, since the moisture flux is increased and less lifting is required to

cool the air to saturation (figure 5.21c).

Increasing RH leads to decreases in ∆Z0C , whereas ∆ZS initially increases, then is only

weakly affected (figure 5.22a). ∆Z0CtoS is largely unchanged as RH increases from 85 to

90%, but then decreases with further increases in RH (figure 5.22a). All three mechanisms

contribute significantly to this behavior (figure 5.22b). (∆Z0CtoS )Ad. increases with decreas-

ing RH because air parcels rise and cool dry adiabatically longer at lower RH, resulting

in larger lapse rate differences between the parcel and the upwind temperature profile. In

contrast, (∆Z0CtoS )micro. and (∆Z0CtoS )LC both increase with RH due to increases in pre-

cipitation rates that accompany the moister flow. At low values of RH (85–90%), these

changes largely compensate and ∆Z0CtoS is only weakly affected, whereas at higher RH

(90–98%) decreases in (∆Z0CtoS )Ad. dominate and ∆Z0CtoS decreases with RH.
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Figure 5.21: (a) As in figure 5.15a, but for RH = 85% simulation. (b) As in figure 5.15a,

but for RH = 98%. (c) As in figure 5.15c, but for RH simulations.
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Figure 5.22: As in figure 5.16, but for RH experiments.
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Figure 5.23: (a) As in figure 5.15a, but for a = 15 km simulation. (b) As in figure 5.15a,

but for a = 65 km. (c) As in figure 5.15c, but for a simulations.
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5.4.5 Mountain width

To test the effect of mountain width, simulations are made with a ranging from 15 km to

65 km. Results are shown in figures 5.23 and 5.24. As the mountain becomes wider the

precipitation becomes more widely distributed and less intense (figures 5.23c). Although the

peak intensity decreases, the total precipitation over the windward slopes increases by about

55% as a varies from 15 km to 65 km. This larger precipitation efficiency occurs because

the increased timescale for cross mountain advection (relative to microphysical conversion

and sedimentation timescales) allows more water vapor to form precipitation and fallout

before being advected into the lee (e.g., Jiang and Smith, 2003; Smith and Barstad, 2004;

Colle, 2004; Roe and Baker, 2006).

Figures 5.23a-b and 5.24 show that ∆ZS , ∆Z0C , and ∆Z0CtoS all increase with a, partic-

ularly for relatively narrow ridges (e.g., as a increases from 15 to 25 km). The a dependency

of ∆Z0CtoS is largely due to (∆Z0CtoS )micro (figure 5.24b). As the ridge becomes narrower

the region of intense precipitation is shifted downwind, away from the melting region and

the vertical velocities become strong over the windward slope. This is analogous to what

happens as U is increased in the earlier experiment. As with increasing U , decreasing a

results in a decrease in (∆Z0CtoS )micro. As predicted by the parcel model, (∆Z0CtoS )Ad. has

almost no dependence on a (figure 5.24b). The broadening of the precipitation with increas-

ing a acts to increase the residence time of air parcels in the melting region. Accordingly,

(∆Z0CtoS )LCpmelt increases with a (figure 5.24b).

5.4.6 Mountain height

To test the effect of mountain height simulations are made with hm ranging from 1.5 km to

3 km (values of hm ≤ 1 km are not used because they result in no surface snowfall). Results

are shown in figures 5.25 and 5.26. As the mountain becomes taller the precipitation becomes

more intense (figures 5.25c) due to increased lifting of the incoming flow. As hm reaches

3 km, and (Nmhm)/U reaches 1, the low-level flow becomes more decelerated and blocked,

and ascent over the blocked air increases the upstream extent of lifting and precipitation

(e.g., Colle, 2004; Galewsky, 2008).
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Figure 5.25: (a) As in figure 5.15a. (b) As in figure 5.15a, but for hm = 3 km. (c) As in

figure 5.15c, but for hm simulations.
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Figure 5.26: As in figure 5.16, but for hm experiments.



151

As hm is increased ∆ZS , ∆Z0C , ∆Z0CtoS all increase (figures 5.25a-b and 5.26a). This

occurs mainly due to increases in (∆Z0CtoS )LC (figure 5.26b). As hm increases, the com-

bination of the decrease in u and the widened precipitation region increases the residence

time of air parcels in the melting region by about 30% for the hm =3 km case relative to the

control. This increased residence time together with increased precipitation rate account

for the increase in (∆Z0CtoS )LC with hm. The increased precipitation rates also act to

increase (∆Z0CtoS )micro. slightly (figure 5.26b). (∆Z0CtoS )Ad. changes little with hm, again

as predicted by the parcel model (figure 5.26b).

5.5 Results: 3D effects

5.5.1 Control: (Nmhm)/U = 0.5

To quantify the effect of finite ridge length and fully 3D structure, the control simulation is

repeated, but with a 3D domain and a finite length ridge with β = 5 (see figure 5.3b). This

ridge-length is chosen because it is long enough to produce an airflow response similar to

much longer ridges (Epifanio and Durran, 2001), but short enough to minimize computa-

tional expense associated with the model’s horizontal grid size. The resulting near-surface

winds and surface precipitation rate in the horizontal plane are shown in figure 5.27a. The

flow diverges as it approaches the mountain and some flow passes around the ridge, but most

flow at low levels is still directed across the ridge. Some asymmetry in the precipitation

pattern occurs in the cross-wind direction due to the influence of the Coriolis force (e.g.,

Galewsky, 2008).

x − z cross-sections at y = 0 are shown in figure 5.28. In the 3D simulation the depth

and strength of the upward motion over the windward slopes is reduced compared to 2D

(compare figure 5.28a and 5.5b). As a result the depth of the orographic cloud is reduced

and no cloud ice is initiated aloft (compare figure 5.28b and 5.6a). The combination of

reduced ascent and the lack of qi aloft to seed the orographic cloud leads to a reduction of

peak precipitation rates in 3D of about one-third (figure 5.28d).

The Z0C and ZS from the 3D case are shown in figure 5.28c. ∆Z0C , ∆ZS , and ∆Z0CtoS

are all reduced as compared to the 2D case, and the reduction in ∆Z0CtoS is 28% (figure



152

−300 −200 −100 0

−200

−150

−100

−50

0

50

100

150

200
(a)

x (km)

y
 (

k
m

)

−300 −200 −100 0

−200

−150

−100

−50

0

50

100

150

200
(b)

x (km)

y
 (

k
m

)

Figure 5.27: Horizontal winds at lowest model level (vectors), precipitation rate (filled

contours), and terrain height (gray contours, every 300 m) from intermediate domain

(∆x, y =6 km) for 3D experiments: (a) for control case (precipitation contoured every

0.5 mm h−1), (b) for blocked case (precipitation contoured every 0.1 mm h−1). Dashed

lines show locations of the cross sections shown in figures 5.28 and 5.29

5.28c). A 51 m reduction in (∆Z0CtoS )micro., caused by reduced precipitation rates, make the

largest contribution to the reduction in ∆Z0CtoS . However, the other mechanisms also play

a role; the reduced precipitation rates moderate (∆Z0CtoS )LC by 19 m, and (∆Z0CtoS )Ad.

is reduced by 15 m.

Thus, for the unblocked control case, while 3D effects reduce the magnitude of ∆Z0CtoS

somewhat, the fundamental processes remain the same as in 2D (albeit with some change

in their relative importance). This suggests that the 2D results from the previous section

should still provide useful insights into the more complex 3D problem.
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Figure 5.28: Cross sections at y = 0 for 3D version of control simulation: (a) w (contoured)

and qc (shaded), as in figure 5.5b; (b) Mixing ratios: qr, qs, qg, and qi (contoured) and qc

(shaded), as in figure 5.6a; (c) Z0C (red) and ZS (blue), with (solid) and without (dashed)

LCpmelt, and qc (shaded), as in figure 5.11a; (d) surface precipitation rate compared be-

tween 3D and 2D control simulations (see key) with terrain profile (gray).

5.5.2 Blocked: (Nmhm)/U = 2

Since 2D simulations poorly represent airflow and precipitation associated with blocked

flows over ridges of finite length (e.g., Epifanio and Durran, 2001; Galewsky, 2008), the 2D

simulations presented in this study were mainly restricted to scenarios with (Nmhm)/U < 1.

An initial investigation of the effects of blocking on Z0C and ZS is made by simulating fully

3D flow over a hm = 3 km ridge with aspect ratio β = 5. To encourage blocking a sounding

with strong stability (Nm=0.007 s−1) and weak winds (U=10 m s−1) is used, yielding
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(Nmhm)/U = 2.1.

The near-surface horizontal winds and surface precipitation from this case are shown

in figure 5.27b. The winds at the lowest levels do not rise over the topography. Instead

there is a stagnation point near y = −60 km where the cross-mountain flow reaches zero

and airflow splits around the mountain. By limiting the lifting of air and condensation of

water this deflection of blocked flow around the mountian— an inherently 3D phenomena—

severely limits the intensity of the precipitation produced (e.g., Jiang, 2003; Galewsky,

2008). Maximum precipitation rates are about one-fifth of the values in the unblocked 3D-

control simulation (figure 5.27). Blocking also has a large impact on the spatial pattern

of precipitation. For example, a strong northward deflection of the blocked flow results in

enhanced precipitation to the north and no precipitation to the south. Since the incoming

flow rises over the decelerated air at low levels, vertical motion and precipitation extend

much farther upwind of the mountain as compared to the unblocked case (Galewsky, 2008).

x − z cross-sections through the middle of the precipitating region (y = 120 km) are

shown in figure 5.29. Very weak vertical velocities are found at low level, leading to less

condensation of cloud water than in the unblocked case (figure 5.29a). Lifting and cloud

that extend much farther upwind, since the blocked air effectively increases the width of

the barrier. This yields a precipitation pattern more similar to the a=65 km case in 2D

(compare figure 5.29d and 5.23c). The hydrometeor mixing ratios are modest (compare

figures 5.29d and 5.6a). Both Z0C and ZS gradually descend over windward slope. The

values of ∆Z0C , ∆ZS , and ∆Z0CtoS are all increased relative to the unblocked 3D case

(figure 5.29c).

As in the unblocked case, microphysics make the largest contribution to the lower-

ing of ZS : (∆Z0CtoS )micro. =124 m. This large microphysical contribution occurs even

with relatively weak precipitation rates, due in part to the weak vertical velocities that

allow snow to descend farther below Z0C before melting. Due to higher Nm the adia-

batic contribution is increased compared to the unblocked case: (∆Z0CtoS )Ad. =136 m.

However, since splitting of the blocked flow prevents the lowest streamline from surmount-

ing the mountain, (∆Z0CtoS )Ad. is significantly less than predicted by the parcel model:

(∆Z0CtoS )parcel=220 m. Despite the weak precipitation, the contribution from LCpmelt is
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Figure 5.29: x − z cross sections from blocked simulation. As in figure 5.28, but vertical

velocities in (a) are contoured every 2 cm s−1.

slightly increased relative to the unblocked case: (∆Z0CtoS )LC =30 m. Although the flux of

frozen hydrometeors through Z0C is reduced with blocking, the increased horizontal extent

of the melting region and weak cross-mountain flow increase the residence time of air parcels

in the melting layer enough to keep LCpmelt significant.

This initial analysis of the blocked flow regime suggests somewhat larger magnitudes of

∆Z0CtoS but similar physical causes as in the unblocked case. However, it is still unclear

how the sensitivity to terrain geometry and atmospheric conditions may differ between 2D

and 3D. Further experiments will be required to investigate this issue, and other aspects of

the blocked regimes (such as along-ridge variations in the mountainside ZS , and sensitivity

to terrain geometry and degree of blocking).
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5.6 Discussion

5.6.1 Limitations

The framework used for experiments in this study has some limitations that present chal-

lenges for relating the results to real cases of orographic snowfall. Furthermore, while the

semi-idealized WRF simulations produce mesoscale drops in ZS similar to the climatological

mean values observed in the Sierra (Kingsmill et al., 2008), the various WRF simulations

fail to produce the extremely large drops (∼1 km) occasionally found in the climatology

(Kingsmill et al., 2008) and in case studies (e.g., Medina et al., 2005). This may be an

indication that an important process responsible for the behavior of ZS has been neglected

in this study.

Two potentially important components omitted from these simulations are surface fluxes

and the effects of boundary layer (BL) mixing. BL’s often have near-neutral stratification, so

the presence of a BL could reduce (∆Z0CtoS )Ad.. BL’s also influence the pattern and inten-

sity of orographic precipitation (e.g., Smith, 2007), and thus could influence (∆Z0CtoS )micro.

and (∆Z0CtoS )LC . Additionally, the use of a free-slip bottom boundary condition results in

the simulation of low-level winds that are are much stronger than would occur in nature.

More realistic low-level winds could result in larger residence time of air parcels in the melt-

ing layer, and potentially much larger (∆Z0CtoS )LC . Unrealistically fast advection of air

parcels through the melting region may be responsible for the absence of the often-observed

0◦C near-isothermal layer in the current simulations. The effects of surface friction and BL

mixing will be investigated in future simulations.

Another limitation stems from the absence of synoptically generated precipitation in the

above simulations. Since all the modeled precipitation is generated by orographic lifting,

there is no precipitation far upwind of the mountain. In reality, mid-latitude orographic

precipitation events are usually associated with synoptic-scale disturbances that do gener-

ate precipitation far upwind of a mountain barrier (e.g., Smith, 2006). With finite upwind

precipitation, ZS should be located some distance below Z0C upwind of the barrier. Further-

more, synoptic forcing may increase precipitation intensities, both by the direct generation

of precipitation and by the collection of orographic cloud water and ice by synopticaly
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generated hydrometeors.

In the simulations presented, microphysical variations have often made the largest con-

tribution to ∆Z0CtoS and have played a central role in explaining the sensitivity of the snow

line to atmospheric conditions and terrain geometry. Unfortunately, (∆Z0CtoS )micro. is the

component that is simulated with the least confidence, since it depends strongly upon the

choice of microphysical parameterization and since none of the schemes in WRF contain

detailed representations of the effects of melting on the size distribution and fallspeeds of

hydrometeors. Studies examining more sophisticated models of the melting layer and ob-

servations suggest that distance from Z0C to ZS (and thus (∆Z0CtoS )micro.) simulated here

is not unreasonable (e.g., Szyrmer and Zawadzki, 1999). Still, simulations with more com-

plete microphysics and observations within orographic melting layers are required to build

confidence in the magnitude and sensitivities of (∆Z0CtoS )micro..

Some other components of real orographic storms that have been omitted include: the

transient forcing of vertical motion by fronts, the presence of pre-existing cold air against the

mountain, and terrain with small scale variability (i.e., ridges, valleys, passes). Although

these may play important roles in nature, the above results demonstrate that substantial

mesoscale modifications of ZS , modifications similar in magnitude to those observed in the

climatological mean, may occur without such features.

5.6.2 Implications for mesoscale modeling

The simulation by WRF of ∆ZS values comparable with observations (e.g., Lundquist et al.,

2008; Kingsmill et al., 2008) offers an initial suggestion that current mesoscale models are

capable of predicting the mesoscale controls on ZS . The results of this study suggest that

(∆Z0CtoS )Ad and (∆Z0CtoS )LC should be well simulated by models that capture the upwind

temperature profile, airflow over the windward slopes, and gross pattern of precipitation.

Successfully simulating (∆Z0CtoS )micro. appears to depend on the details of how microphysi-

cal processes are parameterized, making it a potentially larger challenge. Future work should

quantify the skill of models at representing ZS over mountains by comparing simulations,

using various model configurations, with detailed observations.
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5.6.3 Implications for regional climate change

Figure 5.16 suggests that mesoscale processes may play an important role in shaping the

impacts of climate warming on mountain snowfall. For instance, if ∆Z0CtoS increases with

warming as shown, then the accumulation of mountain snowpack will decrease significantly

less than would be suggested by only considering the upwind rise in Z0C . If present in

nature, such a mesoscale buffering of climate change may help to reconcile the results of

recent studies that have focused on the sensitivity of Cascade snowpack to climate warm-

ing. The observationally based results of Stoelinga et al. (2009) estimate a 11% loss of

region-averaged spring snowpack per degree Celsius of warming, whereas, using idealized

models, Casola et al. (2009) and Minder (2010) estimated values of 16%C−1 and 15-18%C−1

for Cascade snowpack and snow accumulation sensitivity. The neglect of temperature de-

pendent mesoscale structures in ZS and Z0C could act to bias the model results towards

high snowpack sensitivities and explain the discrepancy between the model and observation

based estimates.

Furthermore, if ∆Z0CtoS depends strongly on other aspects of climate (e.g., stability,

windspeed/direction) it may be important to go beyond the effect of warming when assessing

future climate impacts. The important role for various mesoscale processes in controlling the

snow line argues for the use of high resolution dynamical models in investigations regional

climate. For instance, hydrological models that investigate changes in snowpack based on

regionally uniform warming and surface temperature thresholds for snow accumulation (e.g.,

Hamlet and Lettenmaier, 1999; Casola et al., 2009; Climate Impacts Group, 2009) may miss

important mesoscale influences on mountain snowfall. Further insight into the potential

role of mesoscale processes in determing the response of mountainside ZS to climate change

may be gained by examining the behavior of ZS and Z0C in mesoscale model simulations of

regional climates (e.g., Salathé et al., 2008), and by the use of simple models for mountain

snow fall (e.g., Minder, 2010).
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5.7 Summary and Conclusions

Observations show that a mesoscale lowering of Z0C and ZS over the windward slopes ap-

pears as a pervasive feature of mountain weather and climate (Marwitz, 1987; Medina et al.,

2005; Lundquist et al., 2008; Kingsmill et al., 2008). The magnitude of the phenomena is

large enough to have important implications for mountain hydroclimate. A number of phys-

ical mechanisms appear to be responsible for this behavior. Two of these mechanisms act

by lowering Z0C , and consequently ZS , while the third acts by displacing ZS farther below

Z0C : 1) for stable stratification adiabatic cooling of rising air results in colder temperatures,

and lower Z0C , over the mountain than upwind; 2) orographic enhancement of precipita-

tion over the windward slopes results in a localized cooling of the air by melting of frozen

hydrometeors that also lowers Z0C relative to the upwind; 3) orographic enhancement of

precipitation over the windward slopes results in larger frozen hydrometeors that descend

farther below Z0C before melting into rain than in the upwind.

This study has used semi-idealized simulations with a mesoscale numerical atmospheric

model to diagnose the processes responsible for determing ZS on the mesoscale, quantify

their relative importance, and investigate their sensitivities to atmospheric conditions and

terrain geometry. These simulations have reproduced a mesoscale lowering of ZS similar

to that found in observations. Results reveal that all three of the above processes may

play an important role in determing ∆Z0CtoS . The microphysical parameterizations chosen

has a large impact on the simulated contribution from spatial variations melting distance,

however the adiabatic and latent cooling contributions are only weakly affected.

Contribution from the various processes change depending on the mountain, storm, or

climate. 2D simulations suggest that flows with moderate winds, strong stratification, and

warm temperatures impinging against tall and wide mountains produce the largest ∆Z0CtoS .

While air with strong winds, less stable stratification, and cold temperatures impinging on

low and narrow mountains produces relatively small ∆Z0CtoS . Taken together, the simulated

sensitivities to atmospheric conditions help to explain the large variability in ∆ZS observed

in the climatology (Kingsmill et al., 2008). Of particular interest is the simulated increase

in ∆Z0CtoS with temperature, since such an effect could act to buffer against the impacts
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of climate warming on mountain hydroclimate.

3D simulations suggest finite ridge length may act to moderate ∆Z0CtoS somewhat for

relatively unblocked scenarios by reducing precipitation rates. Under blocked conditions

∆Z0CtoS is still substantial — even increased relative to the unblocked case— despite the

reductions in precipitation that occur due to flow splitting and reduced lifting. This is

explained by increased residence times for air parcels in the melting region, weak vertical

velocities that allow for larger melting distances, and strong adiabatic cooling effects as-

sociated with high upwind stability. Additional work is required to better understand the

effects of 3D terrain geometry and blocking on ZS .

The semi-idealized nature of these simulations means that it remains unclear how closely

the results represent the behavior of real orographic storms. Inclusion of additional realism,

such as boundary layer friction and turbulence, may be required to represent the full range

behavior found in reality (such as kilometer-scale drops in ZS). Nonetheless, this study

presents a framework for how the various mesoscale controls on ZS can be quantified and

understood even in more complex scenarios. Using this as a foundation, future work will

add additional layers of realism to the simulations and synthesize models results with field

observations to give a more complete understanding of the climatology of the rain-snow

transition over mountains.



161

Chapter 6

SUMMARY AND CONCLUSIONS

The climatology of mid-latitude orographic precipitation is important for a range of

natural and human systems. It determines the susceptibility of regions to hazards such as

flooding and landslides while also cotrolling the volume and timing of streamflow and fresh

water resources. The climatological study of orographic precipitation is made challenging by

the small spatial scales that must be observed or simulated for successful characterization

of patterns and processes. Remote, rugged terrain, computational limitations, and the

wide range of important physical processes, contribute to making this a challenging task.

This thesis has used a synthesis of numerical models, theory, and field observations, loosely

focused on the Cascade and Olympic Mountains of Washington State, to investigate in

detail a number of general aspects of mid-latitude orographic precipitation. These include:

ridge-valley scale patterns of accumulation, impacts of precipitation patterns on landslide

susceptibility, the sensitivity of mountain snowpack to climate warming, and the mesoscale

processes controlling the mountainside snow line climatology.

The climatology of small-scale patterns of mountain precipitation is poorly constrained,

yet important for applications ranging from natural hazard assessment to understanding the

geologic evolution of mountain ranges. Synthesizing four rainy seasons of high-resolution

precipitation observations and mesoscale model output (from the MM5 model), reveals a

persistent small-scale pattern of precipitation over the ∼10 km wide, ∼800 m high ridges

and valleys of the Western Olympic Mountains. This pattern is characterized by a 50-70 %

excess accumulation over the ridge crests relative to the adjacent valleys in the annual mean.

While the model shows excellent skill in simulating these patterns at seasonal time scales,

major errors exist for individual storms.

Investigation of a range of storm events reveals the following mechanism for the climato-

logical pattern. Regions of enhanced condensation of cloud water are produced by ascent in
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stable flow over the windward slopes of major ridges. Synoptically generated precipitation

grows by collection within these clouds, leading to enhanced precipitation, which is advected

by the prevailing winds. Instances of atypical patterns of precipitation suggest that under

certain conditions (during periods with low freezing-levels, or convective cells) fundamental

changes in small-scale patterns may occur. However, case studies and composite analy-

sis suggest that departures from the pattern of ridge-top enhancement are rare; the basic

patterns and processes appear robust to changes in temperature, winds, and background

rainfall rates.

The effect of spatial patterns in climatological mountain rainfall, such as those found in

the Olympics, on shallow landslide susceptibility are examined by forcing a physically based

model of slope stability (SHALSTAB) with the rainfall pattern produced by the MM5 over

the western Olympic Mountains of Washington state. Results suggest that, for two small

basins in the Olympics, 10 km scale variations in rainfall have a non-trivial effect on landslide

susceptibility. Assuming uniform rainfall equal to the average rainfall over the basins results

in a moderate underestimate of landslide susceptibility. If climatological data from a lowland

station is used to characterize the rainfall over the basins a substantial underestimate of

susceptibility occurs. The effect of spatial variability in rainfall on variations in stability

is comparable with the effect of moderate-to-large variability in soil parameters (such as

±30% variations in soil thickness). At a practical level, these results imply that accounting

for persistent patterns of rainfall may aid in discerning regions within the same watershed

where similar land use practices will lead to differing landslide risk.

Controls on the sensitivity of mountain snowpack accumulation to climate warming, λS ,

are also investigated. This is accomplished using two idealized, physically based models

of mountain snowfall to simulate snowpack accumulation for the Cascade Mountains under

current and warmed climates. Both models are forced from sounding observations. The first

model uses the Linear Theory (LT) model of orographic precipitation to predict precipitation

as a function of the incoming flow characteristics, and uses the sounding temperatures to

estimate the elevation of the rain-snow boundary, called the melting level (ML). The second

“ML model” uses only the ML from the sounding, and assumptions of uniform and constant

precipitation.
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Both models simulate increases in precipitation intensity and elevated storm ML’s under

climate warming. The LT model predicts a 14.8-18.1% loss of Cascade snowfall per degree

of warming, depending on the vertical structure of the warming. The loss of snowfall is

significantly greater, 19.4-22.6%, if precipitation increases are neglected. Comparing the two

models shows that the predominant control on λS is the relationship between the distribution

of storm ML’s and the distribution of topographic area with elevation. While increases in

precipitation due to warming may act to moderate λS , the loss of snow accumulation area

profoundly limits the ability of precipitation increases to maintain the snowpack under

substantial climate warming (beyond 1-2◦C). Circulation changes may act to moderate or

exacerbate the loss of mountain snowpack under climate change, via impacts on orographic

precipitation enhancement.

One of the most fundamental aspects of mountain weather and climate is the snow line,

the boundary between lowland rainfall and mountain snowfall. Precise knowledge of the

snow line is of value, since modest changes of 100-200 m in the elevation of the snow line

can have major impacts on snowpack accumulation and flooding. Perhaps the simplest

expectation is that the mountainside snow line will reside at about the elevation of the 0◦C

isotherm upwind of a mountain. However, as air passes over a mountain the temperature

and distribution of precipitation is profoundly altered; as a result, on the mountainside the

snow line is often located at an elevation hundreds of meters different from its elevation in

the free air upwind of the mountain. This mesoscale modification of the snow line is poorly

understood, is not resolved by global models, and is large enough to have major impacts on

a variety of natural and human systems.

Semi-idealized simulations with a mesoscale numerical weather prediction model (WRF)

are used to simulate the rain-snow boundary over mountains for stably stratified orographic

precipitation. These simulations allow the identification of the physical mechanisms re-

sponsible for mesoscale structure of the snow line. Results reveal that spatial variations in

latent cooling from melting precipitation, adiabatic cooling from vertical motion, and the

melting distance of frozen hydrometeors all play important roles. The simulated role of

hydrometeor melting distance is sensitive to the choice of microphysical parameterization.

The identified mechanisms can account for drops in the snow line of the magnitude observed
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in the climatological mean.

The relative importance of the identified mechanisms for lowering the snow line de-

pends on the properties of the incoming flow and the terrain geometry. Temperature, wind

speed, stability, relative humidity, terrain height, and terrain width all play an important

role in determing the mesoscale structure of the snow line. The simulated sensitivities to

atmospheric conditions help to explain the variability in the snow line drop observed in

climatologies. One sensitivity of particular interest is the simulated increase with temper-

ature of the mountainside snowline’s displacement below the upstream 0◦C level. If such

a relationship exists in nature it could act to buffer mountain hydroclimates against the

impacts of climate warming.

Three-dimensional airflow dynamics, associated with ridges of finite length and blocked

flows, have important impacts on the mesoscale processes that control the snow line. Initial

analyses show that certain blocked flows can be associated with even larger drops in the

snow line than unblocked flows. Further work examining the snow line in blocked regimes

and in the presence of surface friction and boundary layer mixing, as well as syntheses of

modeling and observations, are required to expand understanding of the behavior of the

snow line over mountains.
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