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ABSTRACT

The excitation and vertical propagation of gravity waves is simulated in a two-dimensional model of a mesoscale
convective storm. It is shown that in a simulated squall line the gravity waves that are preferentially excited are
those propagating opposite to the direction of motion of the storm. Solutions for cases with differing stratospheric
mean zonal flow profiles are compared. It turns out that, in the absence of storm-relative mean winds in the
stratosphere, the primary mode of excitation of gravity waves is by mechanical forcing owing to oscillatory
updrafts. The stratospheric response consists of waves whose periods match the primary periods of the forcing.
Owing to the tendency of the oscillating updrafts to propagate toward the rear of the storm, gravity wave
propagation is limited primarily to the rearward direction, and there is a net downward momentum transport.
When storm-relative mean winds are included in the model the waves excited by the oscillating updrafts are
weaker, but a new class of waves, similar to topographic waves, appears in the stratosphere directly above the
main updraft region.

The cloud model results are compared with results from a dry model in which waves are excited by a specified
compact momentum source designed to mimic the mechanical forcing caused by the regular development and
rearward propagation of updraft cells. Results from this analog strongly support the notion that squall-line-
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generated gravity waves arise from mechanical forcing rather than thermal effects.

1. Introduction

The zonal mean climate of the stratosphere is
strongly influenced by the troposphere through the
vertical transfer of momentum via waves originating
in the troposphere. This dynamical coupling of the tro-
posphere and stratosphere also has some effect on the
circulation of the troposphere since the mean motion
across the tropopause 1s to a large extent determined
by eddy drag forces in the stratosphere (Haynes et al.
1991). Thus, an improved understanding of the mech-
anisms of dynamical coupling between the troposphere
and stratosphere is desirable for development of better
global forecast models; it is also essential for develop-
ment of accurate global climate and chemical tracer
models for the stratosphere.

The role of vertically propagating planetary waves
in controlling the temperature and wind distribution
in the winter stratosphere is now quite well understood,
except perhaps for the high-latitude Southern Hemi-
sphere. (See Andrews et al. 1987 for discussion and
references.) Following the seminal paper of Lindzen
(1981) there has been a growing appreciation for the
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importance of the dynamical coupling provided by
gravity waves generated in the troposphere and prop-
agating into the middle atmosphere, where they may
break and influence the mean flow through wave drag
and diffusion. This gravity wave drag effect appears to
exert a first-order control on the circulation of the me-
sosphere (Holton 1983). Its role in the stratosphere is
more controversial, although Rind et al. (1988) found
that parameterized drag by topographic gravity waves
was required to obtain a realistic mean flow distribution
in the stratosphere in their medium resolution general
circulation model (GCM). This is consistent with
Mahlman and Umscheid (1987), who argue that plan-
etary-wave Eliassen—-Palm (EP) flux divergences are
inadequate alone to provide the wave drag force re-
quired to maintain the observed mean zonal wind dis-
tribution in the winter stratosphere, which is much
weaker than the radiative equilibrium mean flow.

In addition, McFarlane (1987) and Palmer et al.
(1986) have shown that the tendency for middle-range
global forecast models to produce excessively strong
westerly jet streams (the climate drift problem) can be
overcome by including a parameterized gravity wave
drag in the upper troposphere and lower stratosphere
(see also Miller et al. 1989). Thus, it appears that grav-
ity wave drag is important for the momentum budget
in the upper troposphere as well as in the middle at-
mosphere.

Unlike planetary waves, gravity waves are not re-
solved by the synoptic observational network. Our
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knowledge of their morphology depends on limited
aircraft and rocket investigations together with remote
sounding by mesosphere-stratosphere-troposphere
(MST) radars at a few locations (Gage and Balsley
1984). Thus, there is still considerable uncertainty
concerning the sources and distribution of internal
gravity waves. Stationary waves generated by flow over
topography (lee waves) have, of course, been studied
for many years, although most efforts have concen-
trated on their effects in the troposphere rather than
their penetration into the stratosphere (e.g., Durran
1986). Observations of gravity waves in the middle
atmosphere (see Fritts 1984 for review) indicate that
a large fraction of the gravity wave momentum flux is
due not to stationary waves but to high-frequency
waves, which suggests that sources other than topog-
raphy must be important. One class of sources are
mass-momentum adjustment processes, of which geo-
strophic adjustment (Rossby 1938) is the most familiar
example. A three-dimensional model of the generation
of vertically propagating gravity waves by geostrophic
adjustment was presented by Zhu and Holton (1987).

Because cumulus convection involves strong tran-
sient vertical motions in a conditionally stable envi-
ronment, convective storms should also be important
sources of gravity waves. A few aircraft measurements
(Pfister et al. 1986) have documented gravity wave
motions in the tropical lower stratosphere in conjunc-
tion with outbreaks of cumulonimbus convection.
Wave generation by shallow nonprecipitating cumulus
clouds formed in convectively active planetary bound-
ary layers has been studied observationally by Kuettner
et al. (1987) and theoretically by Clark et al. (1986).
Observational evidence for gravity wave generation by
thunderstorms has been presented by several authors
(e.g., Lu et al. 1984). The generation of gravity waves
by deep convection has not, however, received much
theoretical attention.

Superficially, it might seem that gravity wave gen-
eration by a cumulus cloud could be assessed by mod-
eling the convection as a transient heat source. This
would simplify the problem since production of linear
gravity waves by specified heat sources can be studied
by standard analytic methods (Smith and Lin 1982;
Bretherton 1988). This is, however, not an adequate
approach for studying convectively generated gravity
waves. Cumulus clouds are not simply time-dependent
heat sources. The pressure and momentum fields as-
sociated with the clouds will strongly influence the
generation of gravity waves, especially in the presence
of environmental wind shears.

Clark et al. (1986) argued that there are two mech-
anisms through which the pressure and momentum
fields associated with convective eddies can generate
gravity waves in an overlying stable layer. In the first
of these, which they called “thermal” forcing, oscillat-
ing updrafts and downdrafts impinging on the interface
between the unstable and stable regions cause oscillat-
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ing displacements of the isentropes at the base of the
stable layer, which in turn excite vertically propagating
gravity waves. This mechanism will be labeled here the
“mechanical oscillator effect™ since it is closely anal-
ogous to the mechanical oscillator forcing used in lab-
oratory simulations of transient internal gravity waves
by Mowbray and his collaborators (see Lighthill 1978
for an excellent summary and references to the original
literature).

The second mechanism discussed by Clark et al.
(1986 ) was referred to by them as the “obstacle effect.”
(This effect was earlier discussed by Mason and Sykes
1982.) Clark et al. indicated that this type of gravity
wave forcing occurs when the pressure field produced
by a rising convective element acts as an obstruction
to the environmental horizontal flow, thus generating
waves. A similar forcing can, of course, be generated
by the pressure field associated with a convective
downdraft. In either case the mechanism is most effec-
tive when there are persistent updrafts or downdrafts,
as may occur in mesoscale convective systems. Thus,
this mechanism will be called “quasi-stationary forc-
ing” in order to avoid the implication that it arises
only because clouds act like equivalent mountains.

These two effects can be distinguished since the me-
chanical oscillator effect does not require any mean
flow relative to the convective element, while the quasi-
stationary forcing effect does. Clark et al. (1986 ) found
that in their two-dimensional numerical model strong
waves were generated only in the presence of environ-
mental wind shear. Thus, they concluded that the latter
effect was the more important wave generator, at least
for shallow boundary-layer convection.

It is by no means clear whether the obstacle effect
would also dominate in gravity wave generation as-
sociated with the deep convection characteristic of an
organized mesoscale convective storm. In this paper a
high-resolution two-dimensional nonhydrostatic nu-
merical model is used to simulate long-lived squall lines
for various mean wind conditions and to examine the
characteristics of the vertically propagating gravity
waves associated with such systems. It turns out that
significant gravity wave propagation into the strato-
sphere occurs in this model even when the mean flow
relative to the storm in the upper troposphere and lower
stratosphere is very weak. Thus, quasi-stationary forc-
ing is not the only important wave-generating mech-
anism in these simulations. Rather, it appears that par-
cel oscillations associated with convective updraft and
downdraft cells within the squall line act as nearly pe-
riodic mechanical oscillators, which excite gravity
waves in the model through the mechanical oscillator
effect.

Internal gravity waves are primarily of interest be-
cause they can transfer momentum vertically, and thus
provide an important mechanism whereby the strato-
sphere can be forced remotely from the troposphere.
Vertically propagating waves generated in the tropo-
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sphere with westerly (easterly) phase speeds relative to
the mean flow transfer westerly (easterly) momentum
into the stratosphere. At levels where the waves are
dissipated (e.g., by wave breaking) there will be a mo-
mentum flux divergence and mean flow forcing by the
waves. The efficacy of such waves in providing net
forcing of the mean flow depends crucially on the wave
spectrum. For example, if waves of equal amplitude
and opposite phase speeds are generated, the domain-
averaged momentum flux at any level will vanish since
the contributions from the westerly and easterly wave
packets will identically cancel. On the other hand, if
waves with either positive or negative phase speeds
should dominate, either because they are selectively
excited or selectively transmitted, then a net wave-
driven zonal force will occur at any level where they
are dissipated.

It is shown later that simulated two-dimensional
squall lines preferentially excite gravity waves whose
storm-relative phase propagation is opposite to the di-
rection of motion of the storm. Solutions for cases with
differing stratospheric mean zonal flow profiles are
contrasted. The cloud model results are also compared
with results from a dry model in which gravity waves
are driven by a specified mechanical forcing in order
to test the hypothesis that squall-line-generated gravity
waves arise mainly from mechanical forcing owing to
vertical displacements associated with oscillatory up-
drafts and downdrafts. '

2. The numerical model
a. Governing equations

The convective storm simulations were made with
the two-dimensional variant of the mesoscale model
of Durran and Klemp (1983) used in Miller and Dur-
ran (1991). This is a compressible model that is dy-
namically and physically similar to that of Klemp and
Wilhelmson (1978). In particular, it employs the sim-
ple microphysics of Klemp and Wilhelmson, which
excludes ice processes. The horizontal and vertical
momentum equations, the continuity equation written
in terms of the pressure field, and the thermodynamic
energy equation are given, respectively, by

é(pu)+a(pu2)+6(qu)+§_11

at ax 9z ax ~ PO (1)

6(;);4)) N a(gzw) + 6(/(;?2) +5;__1;
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The terms D, D,,, and Dy on the right in (1a), (1b),
and (1d), respectively, denote subgrid-scale mixing.
They are determined using the Richardson number-
dependent first-order closure scheme given in Durran
and Klemp (1983). The term p in (1b) denotes the
horizontally averaged mean-state density field; all other
symbols have their conventional meanings.

The system is completed by the equation of state,
which relates the pressure field to the density and tem-
perature fields, and continuity equations for water va-
por, cloud water, and rainwater. These are given ex-
plicitly in Durran and Klemp (1983). The solution
proceeds by a two-time-step process in which a small
time step is used for stable integration of the high-speed
sound wave modes, while the bulk of the computations
is carried out with a larger time step. Details of this
procedure can be found in Klemp and Wilhelmson
(1978). The model is initialized with a horizontally
homogeneous basic state.

Squall line models have generally sacrificed resolu-
tion in the stratosphere in order to better resolve the
troposphere. In some models variable vertical grid res-
olution has been used, with higher resolution in the
lower troposphere and lower resolution in the strato-
sphere. In addition, a rigid-lid upper boundary con-
dition has often been employed, and the stratosphere
has usually been treated as a region of large diffusion.
Provided that the model domain extends through a
couple of scale heights in the stratosphere, the rigid
upper boundary and reduced resolution in the strato-
sphere may not affect the tropospheric portion of the
storm very much, but these factors can severely affect
the character of vertically propagating stratospheric
gravity waves.

In order to simulate such waves faithfully, a careful
treatment of the stratosphere is required. To avoid rapid
dissipation of gravity waves, the background diffusion
in the model is set to comparatively small values.
Horizontal background diffusion is fourth order for
greater scale selectivity; the nondimensional smoothing
coefficient [v in Eq. (35) of Durran and Klemp 1983]
is 0.012. This same coefficient is used for the vertical
background diffusion, which is also fourth or der, but
is applied only to the vertical velocity and pressure
fields, as was done by Miller and Durran (1991) in
their mountain wave studies. The radiation upper
boundary condition of Klemp and Durran (1983) is
employed to prevent reflection of vertically propagating
gravity waves.

The model domain is 720 km wide and 30 km deep,
and is represented by a grid mesh of 480 by 134 points,
respectively. High vertical resolution is used throughout
the depth of the model atmosphere, with the highest
resolution in the stratosphere. The vertical grid interval
chosen near the surface, 400 m, is sufficient to resolve
important storm features at low levels; resolution is
gradually improved to 175 m near the top boundary,
which should be sufficient to resolve possible wave
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breaking in the stratosphere. The grid interval is con-
stant in the horizontal direction at 1500 m; the short
time step is 2 s and the long time step is 6 s. The lateral
boundary conditions are the same as those used by
Klemp and Wilhelmson (1978); the phase-speed pa-
rameter chosen to minimize wave reflection at the lat-
eral boundaries was ¢* = 35ms™'.

b. Sensitivity tests

The numerical simulations exhibited some sensitiv-
ity to both the upper and the lateral boundary condi-
tions. When the radiation condition was imposed at
the top of very deep domains (i.e., greater than 25 km
deep) the model tended to develop a spurious shallow
layer of cooling just beneath the upper boundary. Ex-
periments in which the domain was progressively
deepened demonstrated that the solution at a fixed level
improved as domain depth was increased, but the
cooling next to the upper boundary became more in-
tense. In some cases, the cooling produced rapidly
growing disturbances near the upstream boundary that
terminated the simulation. This cooling tendency was
controlled by adding a weak “sponge layer” to the top
5 km of the numerical domain. The damping rate in
the sponge layer was sufficient only to counteract the
tendency toward mean cooling near the upper bound-
ary. It was too weak to significantly reduce the velocity
perturbations in waves traversing it, and the radiation
condition of Klemp and Durran (1983) was still re-
quired to prevent spurious wave reflection.

Lateral-boundary sensitivity tests, similar to those
reported by Fovell and Ogura (1988), were also con-
ducted. These tests included varying both the width of
the computational domain and the magnitude of the
gravity wave speed parameter (c*) in the lateral
boundary condition. Originally, the variable c*
boundary condition of Orlanski ( 1976 ) was employed,
but this was found to be poorly behaved for the highly
nonlinear flow in this relatively nondiffusive model, so
a constant value was adopted. Consistent with the
findings of Fovell and Ogura (1988), relatively large
values of ¢* were found to best replicate the behavior
of simulations conducted in larger domains. In this
specific application, the optimal value of ¢* appears
to be roughly 35 m s™'. The influence of the lateral
boundaries was further minimized by performing our
computations in the widest practical domain (720 km).
In this large domain, neither the lateral nor the upper
boundaries were found to have a significant influence
on the structure of the squall lines or their associated
gravity waves.

3. The squall-line simulations

a. Initial conditions

For all simulations discussed herein, the thermo-
dynamic structure was specified according to the an-
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glytic sounding of Weisman and Klemp (1982) shown
in Fig. 1. This sounding was chosen since it has been

‘frequently employed in cloud model simulations (e.g.,

Weisman and Klemp 1982; Rotunno et al. 1988;
Weisman et al. 1988) and is known to support strong
long-lived storms in environments of moderate shear
in two-dimensional simulations. This sounding is con-
ditionally unstable, possessing about 2400 J kg™ of
convective available potential energy with respect to a
reference air parcel originating in the boundary layer.
It also has significant negative buoyant energy below
the level of free convection (zyrc ~ 1.25 km). These
characteristics are similar to those found for severe
squall lines in springtime in Oklahoma by Bluestein
and Jain (1985). As shown in Fig. 1, the reference
parcel becomes negatively buoyant at about 10 km,
well below the tropopause at 12 km. A constant mean
relative humidity of 25% was specified throughout the
stratosphere.

The horizontal wind soundings for each of the three
simulations discussed in this paper are shown in Fig.
2. The three profiles are identical below 10 km; they
have moderate wind shear in the lowest 2.5 km overlain
by a layer of weaker shear. Previous investigators (e.g.,
Weisman et al. 1988; Fovell and Ogura 1989) have
shown that storm structure is primarily determined by
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FIG. 1. Skew-T plot of the initial temperature and dewpoint
soundings (heavy solid lines) for the cloud model. Dashed line shows
temperature profile for moist-adiabatic ascent from the lifting con-
densation level at 900 mb. (After Weisman and Klemp 1982.)
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FI1G. 2. Vertical profiles of mean zonal wind
for the four cases discussed in the text.

the low-level wind shear and the convective available
potential energy. Since these parameters were identical
in all three cases, the deep convective clouds that de-
veloped in each simulation had very similar tropo-
spheric structures. The time evolution of each storm
was similar and, after organizing, they all propagated
eastward at approximately 16 m s™'.

In order to examine the influence of stratospheric
storm-relative mean flow on the generation and prop-
agation of gravity waves, the mean wind speed in the
stratosphere was set to different values in the three
cases. Both front-to-rear and rear-to-front relative flow
were considered. These situations will be referred to as
easterly and westerly flow, respectively (i.e., it is as-
sumed that the positive x axis points eastward ). There
is almost no storm-relative flow in the control case
S(0). Case S(—8) has 8 m s™' easterly relative flow,
and case S(8) has 8 m s~ westerly relative flow. In all
cases the mean stratospheric winds are constant with
height. The stratospheric and midtropospheric profiles
are connected by a constant wind shear between the
levels of 10 and 12 km. The mean-state Richardson
number in this layer is large in all cases [Ri = 4.9 in
the S(8) case and Ri = 8.2 in the S(—8) case].

The mean flow profile observed during the squall
line of 22 May 1976, which was analyzed by Ogura
and Liou (1980), lies between the S(0) and S(—8)
cases. Their analysis showed tropospheric profiles sim-
ilar to that specified in the model, weak storm-relative
stratospheric flow with 5 m s~ maximum westerlies
near 14 km, and weak easterly shear above that level.
Although easterly shear is a climatological feature of
the extratropical lower stratosphere following the
springtime final warming (Barnett and Corney 1985),
in the simulations presented here the mean strato-
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spheric wind shear is omitted in order to simplify the
stratospheric gravity wave structure.

b. The S(0) case

The ground-relative stratospheric wind speed is equal
to the propagation speed of the storm in the S(0) case.
Thus, the storm-relative mean stratospheric flow van-
ishes, and the stratospheric wave response may be
studied for the simplest possible (zero motion) basic
state. Owing to the favorable temperature and moisture
structure of the Weisman and Klemp (1982) sounding,
only a small (~2 K) moist thermal impulse is required
to initiate the convection. As shown by Fovell and
Ogura (1988), once convection begins, mesoscale
storm organization occurs relatively quickly in the
presence of moderate tropospheric shears. The evolu-
tion of this storm is similar to that of the storms sim-
ulated by Fovell and Ogura (1988); the reader is re-
ferred to their paper for details of the tropospheric
structure and behavior.

The initial impulse generates a convective cell, which
produces a substantial rainfall burst that reaches the
ground within the first half hour. This can be seen in
the x—t plot of rainfall intensity for the S(Q) simulation
shown in Fig. 3. (The horizontal coordinate in Fig. 3
is a domain-relative coordinate, which moves eastward
at 16 m s™! relative to the ground, a speed chosen by
trial and error to match the speed of translation of the
storm. Thus, the position of the leading edge of the
rainfall pattern remains nearly stationary in the trans-
lating coordinate frame.)

The initial cell is followed in quick succession by
additional cells, each creating a rainfall burst. Convec-
tive cells in the early phase are narrow and intense.
After about 3 h, however, the storm structure changes,
and it begins producing somewhat weaker cells. These
form episodically at the leading edge, grow upward,
and propagate rearward at a speed of about 12.5m s™!,
carrying precipitation toward the rear of the storm.
They are separated by regions of convective down-
drafts, and the net result is an oscillation in the surface
rainfall rate. This behavior is typical of multicell storms.

270 -
285-

— 300-
>§<' 315-
l 330-
345 -
360 - + : - . : - .

0 1 2 3 4 5 6 7 8

TIME (hours)

F1G. 3. Time-~space plot of the rainfall rate in the control model
storm. Distance is measured in a storm-relative coordinate moving
at a speed of 16 m s~/ relative to the ground.
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By 6 h, the width of the precipitating portion of the
storm ceases to expand, but quasi-periodic cell pro-
duction continues. The squall line at this time possesses
many similarities to observed mature squall lines.

After the developing storm begins to precipitate, the
evaporation of rainwater produces a pool of cold air
at the surface beneath the region of active precipitation.
When the cold pool is shallow, the updraft tilts toward
the east (positive x direction) owing to advection by
the ambient wind shear. The updraft becomes more
vertical, and eventually acquires a westward ( negative
x direction) tilt as the cold pool intensifies and baro-
~ clinic vorticity generation at the leading edge of the
cold pool begins to dominate the ambient horizontal
vorticity in the low-level wind shear (Rotunno et al.
1988). In its mature phase, the storm updraft exhibits
a pronounced westward tilt, and its dynamical and
thermodynamical structures are similar to those in
mature squall lines.

The overall structure of the simulated storm and the
influence of the changes in the tilt of the updraft on
gravity wave generation by the storm are illustrated in
Figs. 4-6. These figures show x—z cross sections of var-
ious fields at 2, 4, and 6 hours into the simulation,
respectively. Contours of the potential temperature are
shown as light solid lines. (The location of the tropo-
pause coincides approximately with the § = 344 K
contour, which is the contour that intersects the edges
of the plot near the 12-km level.) The cloud outline,
defined as the region in which the cloud-water mixing
ratio exceeds 0.1 g kg™, is shown by a heavy solid line.
The upper panel in each of these figures shows the
storm-relative horizontal velocity contoured at 4 m s™*
intervals, with solid contours designating westerly
winds and dashed contours easterly winds. The lower
panels show vertical velocity, which is contoured at a
3m s~ 'interval in Fig. 4 and | m s ™! intervals in Figs.
5 and 6. Solid contours correspond to upward motion,
and dashed contours to downward motion. (Only the
central portion of the total computational domain is
shown in these and subsequent figures.)

During the first 2 hours of the simulation the system
is in its developing stage. By ¢ = 2 h (Fig. 4) individual
convective plumes within the main updraft of the de-
veloping storm have repeatedly overshot their levels of
neutral buoyancy, penetrated into the stratosphere, and
lifted the cloud top about 1 km above the tropopause
in the region affected by the horizontal outflow of the
overshooting plumes. The buoyancy force associated
with the overshooting cells generates a series of gravity
waves in the stratosphere. During this phase the storm
produces waves with a variety of wavelengths and am-
plitudes on both its western and eastern sides. At ¢
= 2 h, the waves are approximately symmetric about the
updraft axis, as expected for waves produced by a ver-
tically oriented, oscillating forcing in an atmosphere
with no mean flow. (A mean storm-relative strato-
spheric flow would, of course, produce an asymmetry
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FiG. 4. Contours of zonal velocity (upper panel; contour interval
4 m s™!)and vertical velocity (lower panel; contour interval 3m s~')
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terval) and cloud outline (heavy solid line), defined as the region in
which the cloud water-mixing ratio exceeds 0.1 g kg™!; for the S(0)
cascatt=2h,

between eastward- and westward-propagating gravity
waves.) The waves on the eastern side are slightly
stronger than their western counterparts. This may re-
flect the fact that the storm updraft was oscillating in
orientation prior to this time, and periodically tilting
toward the east as discussed previously. The x-z dis-
tribution of the waves in Fig. 4 suggests that they orig-
inate within the storm close to the level where the main
updraft first becomes negatively buoyant (~ 10 km).

Storm behavior in the mature phase (z = 4 and 6 h,
Figs. 5 and 6) is much different than during the de-
velopment phase. A pronounced rear-inflow current,
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FIG. 5. As in Fig. 4 but for 1 = 4 h, except that in this case
the contour interval for vertical velocity is 1 m s~*.

with speeds in excess of 6 m s~', develops between the
heights of 2 and 4 km and descends as it approaches
the leading edge of the surface cold pool. Instead of a
single vertically oriented updraft, which impulsively
strikes the tropopause at one location, the mature storm
is composed of a series of weaker cells embedded in a
rising, westward-tilted airflow. These structures are
found not only in the numerically simulated storm,
but in Doppler radar observations of typical atmo-
spheric squall lines (Smull and Houze 1987).
Because the updraft cells in the mature phase are
less intense, the wave activity in the stratosphere is also
weaker overall (recall that the contour interval for ver-
tical velocity in Figs. 5 and 6 is one-third that in Fig.
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4). In addition, the wave activity is now clearly biased
1o the western side. A “fan” of waves is present on this
side, apparently sharing a common focus within the
storm located about 2 km below the tropopause in the
zone where the updraft air first becomes negatively
buoyant. The lines of constant phase in the waves in
Fig. 6 range from narrow, nearly vertically oriented
rays directly above the region of strongest updrafts,
where the cloud extends into the stratosphere, to nearly
horizontal features extending far to the rear just above
cloud top. The waves on the western side are similar
at 4 h and 6 h (Figs. 5 and 6). The waves visible at 4
h well east of the storm have, however, propagated out
of the domain by 6 h. Apparently, eastward-propagat-
ing waves are not generated during the mature phase.
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FIG. 6. Asin Fig. 5 but fort = 6 h.
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In the mature phase, cells develop at the leading
edge of the storm, at low- to middle levels over the
gust front, and rise upward as they travel rearward rel-
ative to the storm. (This is visible as a series of tro-
pospheric updraft cells in the lower panels of Figs. 5
and 6.) Each updraft cell rapidly expands upward until
it encounters the tropopause, producing a vertical dis-
placement of the stable air layer in the vicinity of the
tropopause. The maximum tropopause displacements
occur toward the rear side of the region of elevated
cloud top, and tend to move rearward with the motion
- of the cells. This behavior suggests that the tilt of the
convective system and its individual cells, as well as
rearward cell propagation, may account for the selective
generation of rearward-propagating gravity waves, This
hypothesis will be discussed in a later section.

Figures 5 and 6 clearly show that the maximum
eastward and downward velocity perturbations asso-
ciated with the stratospheric waves occur in phase with
potential temperature surfaces sloping downward to
the east of the maximum positive potential temperature
perturbation, just as required for westward-propagating
gravity waves. (It is intriguing to note that this corre-
lation is clearly visible as an apparent shading in the
region of positive zonal wind perturbations, owing to
the packing together of isentropic surfaces in this region
of enhanced stability.) As an aid to analysis, a time-
lapse sequence of cross sections similar to those in Figs.
4-6 was generated from data at 2-minute intervals ex-
tending from ¢ = 5.5 h to ¢ = 6.5 h. The time sequence
clearly showed that phase propagation of the strato-
spheric waves in the mature storm is westward and
downward, while energy propagates westward and up-
ward along ray paths parallel to phase lines.

The stratospheric waves in Figs. 4-6 obey the dis-
persion relationship for linear gravity waves in an iso-
thermal, motionless basic state:

w? = N2 /(kK* + m? + T2+ N*/c),  (2)
where k and m are the horizontal and vertical wave-
numbers, omega is the frequency, and

2 - 7 3 -
N2=5gH51, c§=§gHs, P='1—4Hsl.

Here, H, = RT,/g is the scale height, where T is the
isothermal temperature (Gill 1982, p. 172). Energy is
propagated by the waves in the direction of the group
velocity vectors, which are parallel to the lines of con-
stant phase since the mean storm-relative flow is zero.
If the small effects of compressibility are neglected, lines
of constant phase tiit from the vertical at an angie
such that

8 = cos ' (w/N). 3)

According to (3) the phase lines of the shortest-pe-
riod waves are closest to the vertical, and the phase
lines approach the horizontal as the period increases.
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Figure 7 shows an analysis of the wave structure at
selected locations in the stratospheric region behind
the main tropospheric updraft 6 h after the beginning
of the simulation. The local horizontal and vertical
wavelengths were measured at the location of each of
the six arrowheads in Fig. 7 and used to calculate the
local period from the linear dispersion relation. The
most vertically oriented waves have a period of 24 min
(0.4 h), comparable to the average interval between -
the formation of new convective updrafts within the
squall line. Note in particular that the rainfall bursts
shown in Fig. 3 appear to have a 22-min average period
in the 90-min interval prior to the time shown in Fig.
7. The horizontally oriented waves have periods of sev-
eral hours, and appear to be generated by quasi-steady
aspects of the squall-line circulation. The group velocity
vector terminating at each of the six locations in Fig.
7 was also calculated from the wavelength data. The
head of the group velocity vector was plotted at each
data location, while the tail was plotted at an elevation
of 12 km, 0.5 km below the cloud top (shown by the
heavy dashed line) and near the region in which the
waves appear to be generated. The 12-km level was
also used to terminate the group velocity vector because
it was the elevation of the mean-state tropopause, and
the assumption of an isothermal atmosphere used in
the derivation of (2) and the group velocity compu-
tations is appropriate only in the stratosphere. As pre-
dicted by theory, the group velocity vector is almost

HEIGHT (km)

FiG. 7. Expanded view of storm-relative zonal wind in the strato-
sphere for case S(0). Arrows show estimated group velocity paths
for the wave packets Jocated in the vicinity of each arrowhead at ¢
= 6 h. The local wave period (in hours) is shown near the head of
each arrow. Also indicated in parentheses is the time for a signal to
propagate from the 12-km level to the location of each arrowhead.
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parallel to the local line of constant phase passing
through each data point in Fig. 7. The group velocity
analysis shows that the energy source for the gravity
waves is located in a compact region just below the
cloud top. The time for a signal, traveling at the group
velocity, to propagate from the 12-km level to each
data point is also plotted (in parenthesis) in Fig. 7.
These times range from 42 min for the shortest-period
waves to 4 h for the longest-period waves.

The wave period deduced from (3) for the most ver-
tically oriented waves can be confirmed from the time-
height plot of the vertical velocity for a 1-h period cen-
tered at ¢ = 6 h, shown in Fig. 8. The section is located
at x = 291 km, a point about 50 km to the rear of the
surface gust front. Below 12 km there are oscillating
updrafts and downdrafts consistent with the rearward
propagation of the aforementioned convective cells.
Above 12 km the flow clearly consists of waves with
downward phase propagation and upward energy
propagation. The rate of downward phase propagation
varies in time owing to the interference of waves of
different frequencies. The dominant period range is
about 20-25 min, consistent with the time scale for
rainfall variation shown in Fig. 3.

¢. Influence of storm-relative stratospheric flow: The
S(8) and S(—8) cases

As discussed earlier, squall lines are most sensitive
to the low-level wind shear and to the convective avail-
able potential energy. Since these variables remained
unchanged in the cases with storm-relative stratospheric
flow, the tropospheric structures of the squall lines in
the S(8) and S(—8) simulations are quite similar to

HEIGHT (km)

TIME (minutes)

FiG. 8. Time-height section of vertical velocity at x = 291 km
for the interval ¢ = 5.5 h to ¢ = 6.5 h in the S(0) case.
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that in the $(0) case. The evolution of the rainfall gen-
erated by the S(8) and S(—8) squall lines is plotted in
Fig. 9, and may be compared with the S(0) case shown
in Fig. 3. As evidenced by these figures, all three storms
evolved into their mature phases at about the same
rate; they propagated at the same speed; and they had
roughly similar multicellular structures. The time fluc-
tuations in surface rainfall in the mature stage appear
to have been more regular and of slightly higher fre-
quency in the S(—8) case; nevertheless, the general
character of all three rainfall patterns is comparable.

On the other hand, the stratospheric gravity waves
were strongly affected by the changes in the storm-rel-
ative stratospheric flow, particularly in the S(8) case.
Results from the S(8) case are plotted in Fig, 10, which
shows isentropes of potential temperature, the cloud
outline, and contours of the storm-relative velocity, As
in the S(0) case (Fig. 6), only waves with westward-
tilting phase lines are present in the stratosphere. How-
ever, unlike the S(0) case, the tilt of the phase lines is
relatively uniform. Animation shows that these waves
are virtually steady.

The vertical wavenumber, m, for standing gravity
waves in an isothermal atmosphere with constant mean
wind U satisfies

m?=N?*/U? - k* ~T? - N?/c3. (4)

Within the accuracy of the hydrostatic approximation
(which is well satisfied by the long waves in Fig. 10),
the vertical wavelength for stationary waves is L,
= 2xU/N, which for the S(8) stratosphere gives L,
= 2.4 km. In Fig. 10 the local vertical wavelength of
the stratospheric waves directly over the leading edge
of the squall line is also 2.4 km, consistent with the
evidence from animation that these waves are quasi-
stationary. Waves east of the leading edge have slightly
shorter vertical wavelengths, implying that their hori-
zontal phase speeds are too slow to stand against the
8 m s~! westerly stratospheric flow; indeed, animation
shows these waves to be slowly propagating toward the
cast. Stratospheric waves west of the leading edge have
wavelengths in excess of 2.4 km, phase speeds more
negative than —8 m s™!, and in the animation, appear
to be slowly propagating upstream against the flow.
As demonstrated by the analysis of the S(0) waves
in Fig. 7, squall lines are capable of generating very
low-frequency stratospheric waves. The low-frequency
response is dramatically enhanced in the S(8) case.
Part of the enhanced steady-state response appears to
be associated with the development of a very steady
upper-level downdraft visible above the gust front (at
x = 340 km) at an elevation of 9.5 km in Fig. 10b.
The processes responsible for the generation of this
persistent downdraft are the subject of continuing re-
search. High-frequency waves associated with the 22-
min period between convective updrafts are also pres-
ent in the S(8) case, although they are rather weak.
These waves, which have almost vertically oriented
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FIG. 9. As in Fig. 3 but for (a) the S(+8) and (b) the S(—8) case.

phase lines, are apparent in the animation as a mod-
ulation of the longer-wavelength response, but are dif-
ficult to see in Fig. 10.

The wave response in the S(—8) case is shown in
Fig. 11, which may be compared with Figs. 6 and 10.
The overall wave amplitudes are somewhat weaker
than those in the S(0) and S(8) cases. Westward-
propagating high-frequency waves are generated near
the top of the storm and appear similar to those in the
S(0) case. Once again, these high-frequency waves are
closely associated with the periodic development of
updrafts within the squall line. The connection between
the oscillations of the storm updraft and the high-fre-
quency gravity waves is apparent in the animation,
and may also be appreciated by comparing two differ-
ent calculations for their intrinsic frequency @ = w
— Uk. In the vicinity of a point at x = 200 km, z
= 20 km, the waves in the horizontal velocity field
have a 20-km horizontal wavelength and a 3.2-km ver-
tical wavelength. Using an isothermal stratospheric
temperature of 217 K, the linear dispersion relation

&2 = N¥2 /(K2 + m?*+ T2+ N*¥/c?)  (5)

predicts a local intrinsic period of 31.6 min for these
waves. Reference to Fig. 9b shows rainfall pulsations
with an average period of 18 min during the 112 h
prior to the time shown in Fig. 11 (6 h). (The 18-min
rainfall oscillation is even more regular during the final
21i/> hours of the simulation.) Assuming the non-
Doppler-shifted frequency w of the forcing is equal to
that of the rainfall pulsations, direct calculation of 27/
(w — Uk) yields an intrinsic period of 31.8 min, which
agrees very well with the period calculated from the
dispersion relation.

Low-frequency gravity waves are also apparent in
the stratosphere in the S(—8) case. Although they are

JOURNAL OF THE ATMOSPHERIC SCIENCES

VoL. 49, No. 16

weak, the waves east of the leading edge of the squall
line are of particular interest. Asin the S(8) case, these
waves have vertical wavelengths of almost 2.4 km, so
their intrinsic horizontal phase speed (w/k) is almost
equal to that of the mean flow. The direction of prop-
agation is, however, opposite to that in the S(8) case.
These waves propagate toward the east relative to the
mean flow, but are rendered almost stationary by the
8 m s~! storm-relative easterly flow. Thus, both cases
with storm-relative stratospheric flow produce a stand-
ing wave response in the stratosphere. However, in the
S(8) case, the standing wave response is dominant,
whereas the standing waves are very weak in the S(—8)
case.

As described in the Introduction, two possible gen-
eration mechanisms for convectively induced gravity
waves have been proposed: the cloud-top obstacle effect

HEIGHT (km)

km)

HEIGHT (

FIG. 10. As in Fig. 5 but for the S(+8) case at t = 6 h.
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FIG. 11. As in Fig. 5 but for the S(—8) case at ¢ = 6 h.

(quast-steady forcing) and mechanical excitation by
parcel motions of individual updraft and downdraft
cells. The three simulations just discussed suggest that
both types of forcing may be significant, but that con-
trary to the boundary-layer convection cases studied
by Clark et al. (1986), mechanical excitation is the
more important of the two mechanisms, particularly
for the higher-frequency waves. Quasi-steady forcing
requires the presence of a moderately strong mean flow
at the cloud top, and should not be active in the S(0)
case where storm-relative mean flow at cloud top is
nearly absent. (It is, nevertheless, possible that an in-
teraction between the storm-induced zonal winds in
the lower stratosphere and the cloud updrafts might
generate very low-frequency waves through quasi-
steady forcing.) On the other hand, in all three cases
mechanical excitation appears to generate the almost
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vertically oriented high-frequency waves. These waves,
which have large vertical components of group velocity
(see Fig. 7), could propagate to very high altitudes.
Such convectively generated waves may contribute to
the observed dominance of high-frequency (period less
than 1 h) waves in the momentum budget of the me-
sosphere (e.g., Fritts and Vincent 1987).

To investigate possible sources for the high-fre-
quency gravity waves produced in the cloud simula-
tions [ particularly in the S(0) case] frequency power
spectra of vertical velocity for several points within the
simulated storms were analyzed (not shown). For ex-
ample, the spectrum in the S(0) case at a point in the
stratosphere just above the main storm updraft shows
significant power at frequencies corresponding to pe-
riods of 28, 21, and 16 min, among others. The largest
power is at 21 min, which is in the neighborhood of
the mean period of oscillation of the storm intensity
(as manifested in the rainfall-rate diagram, Fig. 3). The
dominant periods of oscillation at similar points in the
other two model storms were approximately the same
as found in the S(0) case. The simulations with mean
stratospheric flow tended to have more power in slightly
shorter periods; the reason for this is not known. How-
ever, the dominant periods are confined to a fairly nar-
row range similar to the period range of the rainfall
rate oscillations.

The presence of differing transition shear layers in
the upper troposphere in the cases with mean storm-
relative stratospheric flow implies that differences be-
tween the cases cannot be completely attributed to dif-
fering stratospheric mean winds; the transition layer
coincides with the layer in which mechanical excitation
occurs owing to the displacement of the isentropes by
the updraft cells. Shear in this layer, which is substantial
in the S(~8) and S(+8) runs, might have an important
effect on the generation and transmission of gravity
waves in this region.

4. Wave momentum fluxes

Theory and laboratory experiments in stratified
fluids (see Lighthill 1978, Fig. 76) indicate that a me-
chanical oscillator of fixed frequency w in a stratified
fluid can generate gravity waves with positive and neg-
ative vertical phase tilts determined by the dispersion
relation (2). Thus, if the convective cells generated
quasi-periodically in the troposphere in the cloud
model acted simply as vertical mechanical oscillators
to force stratospheric gravity waves, propagation would
occur not only along ray paths tilted westward and
upward, but also along paths tilted eastward and up-
ward at the same angle 6 from the vertical. In such a
case the net vertical momentum flux would be small,
since the downward flux due to the westward-tilting
waves would tend to be balanced by the upward flux
due to the eastward-propagating waves. The fact that
only westward-sloping waves are significantly excited
in the mature phase of the S(0) case indicates, however,
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that significant net vertical momentum flux may occur
in the cloud model.

In order to estimate the possible significance of the
gravity wave momentum flux for stratospheric dy-
namics, the average fluxes for the region windowed in
Figs. 6, 9, and 10 (i.e.,, x = 100 km to x = 450 km)
were computed at £ = 6 h. The results are shown for
all three cases in Fig. 12. In the S(—8) case the strato-
spheric waves are weaker, and there is some cancella-
tion between the westward-propagating waves and the
weak eastward-propagating waves, so there is little net
momentum flux above the tropopause. In the S(0)
and S(+8) cases, however, the strong westward-prop-
agating waves produce a net momentum flux of order
—0.2 N m~2, which is locally comparable to values ob-
served in topographically forced gravity waves (e.g.,
Lilly et al. 1982). A flux of —0.2 N m™2 at 16 km,
which decays to zero at 26 km, implies a zonal wind
forcing of 20 m s ™! @™, certainly a significant drag in
the region of the storm. In midlatitude continental re-
gions the average effects of such storm-generated
stratospheric drag are probably much smaller than the
drag produced by topographic waves. Over the tropical
oceans, on the other hand, stratospheric drag induced
by convective storms may be a significant contributor
to the momentum budget.

5. A mechanical oscillator model

As we have seen above, only westward-sloping waves
are significantly excited in the mature phase of the S(0)
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case. This suggests that either the forcing does not excite
the eastward-propagating branch or that this branch
is in some manner rapidly damped above the tropo-
pause. In fact, it appears that eastward-propagating
waves are not forced by the mature squall line. There
are two aspects of the squall-line circulation that seem
to preferentially generate westward-propagating waves.
The first (and, as will be shown later, the most impor-
tant) factor is the storm-relative westward propagation
of the individual convective cells associated with each
upper-tropospheric updraft. The westward storm-rel-
ative propagation of these updrafts is evident in Figs.
3 and 9, and in time-lapse imagery from the numerical
simulation (not shown). The second factor that might
favor the production of westward-propagating waves
is the westward tilt of the updraft /downdraft couplets
associated with each convective cell. This tilt is illus-
trated in Fig. 13, which is a scatterplot of ' versus w’
for the S(0) case computed using time series data from
three locations in the vicinity of upper-tropospheric
updrafts and downdrafts. As is evident in Fig. 13, the
correlation between u” and w’ is large and negative,
indicating a westward tilt to the upper-tropospheric
convective cells.

In order to determine the effectiveness and relative
importance of cell propagation and cell tilt in the pref-
erential excitation of westward-propagating gravity
waves, a series of simuiations were conducted in which
gravity waves were generated by an idealized oscillatory
source. For computational convenience, these “me-
chanical oscillator” model calculations were made with
the version of the Klemp-Wilhelmson model that
Fovell (1991) used for idealized heat source calcula-
tions. This model is similar to that used for the squali-
line simulations in most important respects. The do-
main was 360 km wide and 21.7 km deep with constant
grid resolution of 2.0 km in the horizontal and 700 m
in the vertical. The static stability profile was the same
as that used in the convective-storm simulations. The
forcing in this model consisted of an oscillatory mo-
mentum source whose spatial structure was specified
as a streamfunction in the x-z plane. The forced mo-
mentum equations for the oscillator model take the
following form:

Du 1dp 19V

Dt pydx B po 0z (62)
Dw 1 dp p’ 19¥
——+— = —=— 6b
Dt pooz £ po  po OX (6b)

where the terms on the right are the momentum source
terms that are intended to approximate forcing by
propagating convection cells. The forcing function is
specified to have the form

G(x9 z, t)ho(x’ Z)
[1 4 (x—x0)*/a* + (z ~ 20)?/b*]
(7

Y(x,z,t)=
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FIG. 13. Scatter plot of u” versus w’ sampled at three locations in
the upper-tropospheric updraft/downdraft region for the S(0) sim-
ulation.

where
G(x, z,t)
sin[k(x — xo)] cos[m(z — zp)] sinwt Case |
_ sin[A(x — xo) + m(z — zp)] sinwt Case 2
N cos[k(x — xo) + m(z — zp) + wi] Case 3
sin[k(x — xp) + wt] sin[m(z — z5)] Case 4
and
ho(x, z)
(40 kgm~'s7?), for |k(x—x)| <m,
B and |m(z—2z)| <=
- 0, for |k(x—x)| ==,
and |m(z — zy)| = 7.

Here xy = 360 km (the midpoint of the domain),
zZo=8km,a= 10km, b = 1 km, k = 2x/(20 km),
m = 2x /(6 km), and v = 27 /(20 min). This form of
source function represents an oscillator, varying peri-
odically in space and time, whose amplitude envelope
is restricted to a small region in space centered about
(X0, 20)-

In case 1 the source has the form of a vertically ori-
ented standing-wave oscillation, which can be inter-
preted as a combination of eastward- and westward-
propagating waves with the same amplitude. In case 2
the forcing is a standing wave concentrated along
a path whose angle to the vertical is given by tané
= k/m. This case tests the effects of an oscillator that
is fixed in space, but tilts westward with height. In case
3 the forcing pattern tilts westward with height as in
case 2, and propagates westward at a phase speed ap-

ET AL. 1439

propriate to gravity waves with wavenumber ratio
k/m. Case 4 has westward propagation of the source
as in case 3, but the oscillator is vertically oriented.
These cases are designed to investigate the relative im-
portance of oscillator tilt versus rearward propagation
in accounting for the asymmetric gravity wave distri-
butions characteristic of the cloud model cases previ-
ously discussed. )

The perturbation temperature response at f = 4 h is
shown in Fig. 14a for case 1. The response in this case
is symmetric about the domain center, as would be
expected for symmetric forcing in the absence of a
mean wind. Waves propagate upward from the source
region along ray paths parallel to lines of constant phase
whose angle of tilt from the vertical (~74°) is in ap-
proximate agreement with (3).

As was shown in Fig. 13, during the mature stage of
a simulated storm the updrafts are tilted toward the
rear of the storm. Thus, they might be expected to pref-
erentially excite gravity waves with phase lines tilting
toward the rear with height. In order to test this hy-
pothesis we set the ratio of m and & in the source func-
tion for the mechanical oscillator to a value corre-
sponding to the predicted slope of a linear gravity wave
of period 20 min. The resulting wave pattern is shown
in Fig. 14b, Clearly, a tilted mechanical oscillator, by
primarily exciting parcel oscillations that slope in the
same sense as the source, can produce a highly asym-
metric gravity wave response. This strongly supports
our view that the wave generation in the cloud model
control case is due to forcing by a mechanical oscillator
effect. _

Although the left-tilting waves are considerably am-
plified in Fig. 14b when compared to Fig. 14a, there is
still some propagation into the region to the right of
the source. Therefore, rearward tilt of the mechanical
oscillator is not sufficient to completely eliminate the
right-tilting waves. The source still has the structure of
a standing-wave oscillator, and hence produces a re-
sponse that propagates both eastward and westward.
The tilt of the source simply increases the efficiency of
excitation for the westward-propagating mode.

The updraft cells in the storm simulations not only
have westward tilt, but they also propagate toward the
rear of the storm, with new cells developing at about
a 20-min interval. This behavior was incorporated in
the mechanical oscillator model in case 3, in which the
source not only tilts as in case 2, but also propagates
to the west. [ Note that the amplitude is defined by an
envelope restricted to the vicinity of (xp, zp).] The wave
pattern excited by this source is shown in Fig. 14c. In
this case, the rightward-tilting waves are completely
eliminated and the wave pattern is very similar to that
of the high-frequency waves in the control model case
shown in Fig. 5. Case 4 is similar to case 3 except that
the source is vertically oriented and westward propa-
gating. Again only the westward-tilting waves are ex-
cited by the source. Apparently, rearward propagation
of the source is essential in accounting for the highly
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FIG. 14. Perturbation potential temperature distribution in the mechanical oscillator model
with i = 0. (a) Vertically oriented standing wave momentum source; (b) tilted standing wave
momentum source; (c) tilted propagating momentum source; (d) propagating momentum

source, but no tilt.

asymmetric wave pattern in the absence of storm-rel-
ative mean flow in the stratosphere.

These results are similar to the wave patterns pro-
duced in the laboratory experiments summarized in
Lighthill (1978). In most of these experiments a com-
pact cylindrical obstacle was forced to oscillate at fixed
frequency in a salt-stratified solution with a constant
buoyancy frequency. In some cases (e.g., Stevenson
and Thomas 1969) the oscillating cylinder also had a
mean motion relative to the stratified fluid, which is
dynamically equivalent to a stationary oscillating cyl-
inder in a mean flow. For a cylinder oscillating hori-
zontally or vertically at fixed frequency w in a motion-
less basic state the response is in the form of a “St.
Andrews cross,” with ray paths whose angle 6 to the
vertical is given by (1).!

In order to examine the effect of mean flow we added
a uniform —8 m s~! mean wind. The resulting pertur-

! The bottom half of the St. Andrews cross was also generated in
the simulations shown in Fig. 14, but it is not apparent because the
potential temperature perturbations in the weakly stratified tropo-
sphere are small.

bation temperature field is shown in Fig. 15 for forcing
equivalent to that of case 1 (see Fig. 14a). The response
clearly shows the effect of Doppler shifting. The waves
have phase lines whose tilts from the vertical are ap-
proximately given by the Doppler-shifted version of

(3):

(8)

_ fwx Uk
# = cos (—————~N )

where the minus sign is for waves upstream (to the
east) of the source and the plus sign for waves down-
stream (to the west) of the source. (Note that U = —8
m s~! for this situation.) The increase in the tilt of the
phase lines from the vertical west of the source in Fig,
15 in comparison with Fig. 14a is similar to the change
in the tilt of the most vertically oriented phase lines
between Figs. 6 and 10, which suggests that the differ-
ence in the structure of the waves from the S(0) case
to the S(—8) case is a result of Doppler shifting by the
stratospheric mean flow.

One aspect of the cloud model that the single-fre-
quency mechanical oscillator model does not mimic
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FIG. 15. As in Fig. 14a but for a vertically oriented standing-wave
momentum source with i = —8§ ms™*,

is the fanlike distribution of waves of varying slope
that propagate rearward, particularly in the S(0) case
(e.g., Fig. 7). As previously discussed, the frequency
spectra of the updrafts in the storm simulations contain
several peaks. It is likely that the fanlike appearance
of waves in the cloud simulations is due to simulta-
neous forcing at several frequencies. To test this hy-
pothesis in the oscillator model a tilted source was uti-
lized, with three separate periods of 15, 20, and 50
min. Provided that source tilts appropriate to each spe-
cific frequency are used, the response in this case (not
shown) has a fanlike character similar to that in the
cloud model and is consistent with the multiple forcing
frequency hypothesis.

6. Conclusions

The preceding two-dimensional numerical simula-
tions suggest that large-amplitude stratospheric gravity
waves can be generated by long-lived squall lines. These
waves are present in cases with and without strato-
spheric storm-relative flow, suggesting that the “obsta-
cle” effect does not play an important role in their gen-
eration. It appears that the primary wave-generation
mechanism is provided by convective updrafts, which
periodically form at low levels near the forward edge
of the squall line, move rearward, and ascend until
they encounter the tropopause. The average period of
the updraft forcing matches the 18-24-min Doppler-
shifted period of the highest-frequency gravity waves.
The action of the updraft cells is, therefore, analogous
to that of a mechanical oscillator.

Longer-period stratospheric waves are also generated
in these simulations, particularly in the cases with 0
and 8 m s~! storm-relative mean flow in the strato-
sphere [the S(0) and S(8) cases]. The persistent upper-
tropospheric downdraft that appears above the surface
gust front in the S(8) case may be associated with the
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generation of waves through an obstacle effect. Nev-
ertheless, the presence of long-period waves in the case
with no stratospheric storm-relative flow, S(0), suggests
that obstacle effects are not essential for the generation
of such quasi-steady waves.

In the initial stage of squall-line development, the
convective updrafts generated both eastward- and
westward-propagating stratospheric gravity waves. Sig-
nificant vertical fluxes of horizontal momentum are
associated with both wave trains. The net momentum
flux averaged over the entire domain is, nevertheless,
small because the transports in the eastward- and west-
ward-propagating waves almost cancel. On the other
hand, in the mature stage of the squall line, the only
stratospheric waves forced by the storm were those
propagating westward toward the rear of the storm. In
the absence of compensating transport by eastward-
propagating waves, the domain-averaged momentum -
flux is significant. In the.S(0) and S(8) cases, the
stratospheric momentum flux is approximately 5% of
the maximum momentum flux produced by convective
overturning in the midtroposphere. The momentum
transports in the stratosphere are, therefore, unlikely
1o exert a major influence on the squall-line circulation.
Those transports could, however, constitute significant
parts of the stratospheric and mesospheric momentum
budgets.

In order to determine why only the westward-prop-
agating high-frequency gravity wave branch was gen-
erated in the mature phase of the storm, integrations
were carried out with a simple mechanical oscillator
model. These simulations showed that, although the
east-west tilt of the oscillator exerted a significant in-
fluence on the relative strength of the eastward and
westward waves, the most important factor was not
tilt, but the presence or absence of horizontal propa-
gation in the oscillatory forcing. A westward-propa-
gating oscillator generated only westward-propagating
waves, regardless of its tilt. On the other hand, a stand-
ing-wave oscillator produced some eastward-propa-
gating response, even when the oscillator was tilted so
that the forcing projected primarily along a path parallel
to phase lines of the westward-propagating mode (i.e.,
parallel to the group velocity vector of the westward-
propagating waves). Thus, we conclude that the storm-
relative motion of updraft cells, which is characteristic
of squall lines, caused the simulated storms primarily
to produce gravity waves with phase propagation to-
ward the rear of the storm.

In the simulations reported here, the mean flow in
the stratosphere was specified to be constant with height
to facilitate comparison with linear gravity wave theory.
In reality there is generally vertical shear in the lower
stratosphere, and under some conditions gravity waves
generated by squall lines might encounter critical levels.
Three-dimensional effects may also play an important
role in determining the magnitude of real-world con-
vectively generated momentum fluxes. These possibil-
ities will be the subject of future simulations.
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