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ABSTRACT: One source of uncertainty associated with vertical wind shear (VWS) on tropical cyclone (TC) intensity
evolution arises when the VWS becomes sufficiently strong such that the TC vortex is unable to overcome the inhibiting
effects of VWS (the critical shear regime), resulting in a transition from vortex realignment and eventual reintensification
to persistent vortex misalignment and failure of reintensification. To uncover the initiation mechanism of the behavioral
transition, this study examines the dynamical evolution of the vortex tilt and precession through a set of CM1 ensemble
simulations in moderate shear (7.5 m s21) that includes the behavioral transition by systematically enhancing the TC vortic-
ity amplitude aloft (vortex resiliency) at a restart point. In this critical shear regime, all experiments exhibit a common pre-
cession hiatus behavior, during which the tilt magnitude increases and later leads to divergent outcomes in intensity and tilt
evolutions. Volume-averaged horizontal vorticity budget reveals an anomalous differential vorticity flux that emerges in
the downtilt-left quadrant during the hiatus period. This differential vorticity flux generates horizontal vorticity that points
toward the downtilt-right direction, simultaneously increasing the vortex tilt and slowing down the precession rate. This
downtilt-left differential vorticity flux is due to midlevel vortex stretching at the rainband terminus region, where there is a
transition from convective to stratiform precipitation. Meanwhile, the downdraft associated with stratiform precipitation
also causes vorticity compression at the low levels. These results indicate that the stratiform rainband region is important
for increasing the vortex tilt and pausing the precession.
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1. Introduction

Vertical wind shear (VWS) is one of the most influential en-
vironmental controls on the tropical cyclone (TC) structural
development and intensification (DeMaria and Kaplan 1994).
While strong VWS is generally hostile for TC development
and intensification (DeMaria and Kaplan 1994; Kaplan and
DeMaria 2003; Molinari et al. 2004; Paterson et al. 2005;
Hendricks et al. 2010; Zhang and Tao 2013; Tao and Zhang 2015;
Rios-Berrios and Torn 2017), moderate VWS (4.5–11.0 m s21;
Rios-Berrios and Torn 2017) can cause significant uncertainties in
TC intensity evolution and the onset of intensification, due to the
nonlinear interactions between misaligned vortex structure, asym-
metric convection and precipitation, and environmental flow
(Zhang and Tao 2013; Bhatia and Nolan 2013; Rios-Berrios et al.
2018). Thus, TCs embedded in a moderate shear pose a great
challenge for accurate intensity forecasts (DeMaria et al. 2005;
Bhatia and Nolan 2013; Finocchio andMajumdar 2017).

VWS tilts a TC by advecting the upper-level center of circu-
lation toward the downshear direction. The tilted vortex in-
creases low-level convergence downshear, resulting in an
asymmetric moisture distribution and secondary circulation
with enhanced upward motion downshear (Raymond 1992;
Jones 1995, 2000; Frank and Ritchie 1999, 2001; Reasor et al.
2013; DeHart et al. 2014; Rios-Berrios and Torn 2017;
Schecter 2022). Simultaneously, there is descent and a sup-
pression of convection upshear (Chen et al. 2006; Boehm and
Bell 2021). The result is an asymmetric, wavenumber-1 pattern

of rainband convection, where active convection initiates at
the downshear-right (DR) quadrant, becomes mature down-
shear left (DL) and transitions into stratiform precipitation
farther downwind. This asymmetric convection and precipita-
tion subsequently propagate cyclonically following the vortex
tilt (Ryglicki et al. 2018b; Rios-Berrios et al. 2018; Hazelton
et al. 2020; Fischer et al. 2021). This relationship between
shear, vortex tilt, and asymmetric convection has been
frequently identified in observations (Reasor et al. 2000;
Corbosiero and Molinari 2002; Chen et al. 2006; Reasor and
Eastin 2012; Reasor et al. 2013; DeHart et al. 2014) and model-
ing simulations (DeMaria 1996; Wang and Holland 1996; Frank
and Ritchie 2001).

For sheared, intensifying TCs, the vortex tilt vector can pre-
cess cyclonically toward the upshear quadrants before vortex
realignment and intensification occurs (Tao and Zhang 2014;
Rios-Berrios et al. 2018). A tilted vortex can be interpreted as
the superposition of a mean axisymmetric vortex centered at
the midlevel centroid and a pair of opposite-signed vorticity
anomalies uptilt and downtilt at both low and upper levels
(see Fig. 3 of Reasor and Montgomery 2001). Early studies in-
terpreted the dynamics of cyclonic precession of vortex tilt as
linear (Reasor and Montgomery 2001; Schecter et al. 2002;
Reasor et al. 2004; Reasor and Montgomery 2015) and nonlin-
ear advection (Polvani 1991) between the mean axisymmetric
vortex and the upper- and low-level vorticity anomalies. For
small vortex tilt, the linear advection of PV anomalies by the
axisymmetric-mean vortex is shown to have dominant contri-
bution to the cyclonic precession (Reasor and Montgomery
2001; Schecter et al. 2002). Based on dry dynamics, Reasor et al.
(2004) later developed a heuristic model to explain the temporalCorresponding author: Chau-LamYu, cyu7@albany.edu
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evolution of the small-amplitude tilt of a sheared TC vortex. This
model demonstrated the existence of a left-of-shear, stable vor-
tex tilt configuration, and they argued that the vortex realign-
ment process can occur in dry dynamics via vortex Rossby
wave (VRW) damping.

In bridging the gap between dry, sheared vortex dynamics
and moist processes, Schecter and Menelaou (2020) and
Schecter (2022) examined the vortex misalignment evolution
in a shear-free environment. They found that vortex misalignment
in preintensifying TCs is mostly governed by midtropospheric
vorticity generation associated with the strong asymmetric con-
vection distant from the surface circulation center. Adiabatic non-
divergent advection of coherent vorticity features and lateral
mixing can subsequently cause regrowth of vortex tilt, resulting in
a nonmonotonic tilt evolution. As the TC intensifies and develops
a strong radial vorticity gradient, VRW dynamics can contribute
increasingly to the misalignment evolution (Schecter 2015), partic-
ularly in the mature hurricane stage.

The interplay between vertical wind shear, vortex tilt, and
the diabatic moist process can result in a more complex vortex
realignment process. In examining the tilt evolution of sheared
TCs in full-physics simulations, several studies (Rios-Berrios
et al. 2018; Nguyen and Molinari 2015; Chen et al. 2018) sug-
gested that the evolution of the asymmetric precipitation cen-
troid and the subsequent development of a deep subvortex
within the misaligned parent cyclone are essential to the re-
alignment process, consistent with other studies that highlight
the importance of the midlevel vortex in early stage TC devel-
opment (Raymond et al. 2014; Gjorgjievska and Raymond
2014). A “bottom-up” pathway has also been identified where
alignment can occur due to vorticity generation from deep moist
convection without a clear cyclonic precession (Miyamoto and
Nolan 2018; Alvey et al. 2020). While questions remain about
the mechanism that causes vortex realignment, studies have
found that prolonged misalignment and the lack of intensifica-
tion are typically associated with asymmetric, downtilt convec-
tion away from the surface circulation center (Rios-Berrios
et al. 2018; Miyamoto and Nolan 2018; Alvey et al. 2020;
Schecter and Menelaou 2020; Schecter 2020, 2022). Whereas
rapid intensification onset is linked to the symmetrization of
convective activity and precipitation, particularly in the upshear
quadrants, to promote a more symmetric latent heating distri-
bution and intensification of the TC circulation (Stevenson
et al. 2014; Chen and Gopalakrishnan 2015; Rogers et al. 2016;
Rios-Berrios et al. 2016a,b; Wadler et al. 2018).

Multiple modeling studies (Tao and Zhang 2015; Rios-Berrios
et al. 2018; Rios-Berrios 2020; Alvey et al. 2020; Alland et al.
2021a,b) have examined the uncertainty in the intensification
onset timing associated with the variability in the vortex pre-
cession rate and trajectory. This variability is linked to meso-
scale differences, such as the vortex structure, convection, and
moisture distribution. Another source of uncertainty arises
when the TC vortex is nearly unable to overcome the inhibit-
ing effects of vertical wind shear, hereafter referred as the crit-
ical shear regime. The existence of such a critical transition
has been demonstrated in previous studies. For instance, Tao
and Zhang (2015) showed in their simulations that all ensem-
ble members transition from delayed (rapid) intensification to

complete failure of intensification when the VWS magnitude
increases from 6 to 7.5 m s21. The simulation results from
Alland et al. (2021a,b) similarly indicate that such critical shear
regime lies between 5 and 10 m s21, depending on the environ-
mental relative humidity.

This behavioral transition from intensification to weakening
near the critical shear regime likely depends on the TC envi-
ronment and the vortex structure. For instance, Finocchio and
Rios-Berrios (2021) performed an ensemble set of idealized
simulations with increasing shear applied to different stages
of a TC, and showed that the critical shear regime depends on
storm size and structure. A stronger, deeper vortex is more re-
silient to shear and thus more likely to intensify in moderate
wind shear (Rios-Berrios and Torn 2017). Environmental fac-
tors, such as relative humidity (Alland et al. 2021a,b), the
shear profile (Onderlinde and Nolan 2017; Finocchio et al.
2016; Ryglicki et al. 2018a,b), TC outflow structure (Elsberry
and Jeffries 1996; Black and Anthes 1971; Ryglicki et al. 2019;
Dai et al. 2019, 2021), and sea surface temperature (Schecter
2022), also can influence the behavioral transition near the
critical shear regime. For instance, Ryglicki et al. (2018a,b)
demonstrated that for moderate shear the storm intensity
evolution can diverge between failing and succeeding in re-
alignment and intensification, depending on how deep the
shear profile is, consistent with the findings of Onderlinde and
Nolan (2017) and Finocchio et al. (2016). The existence of a
critical transition is also consistent with the theoretical behav-
ior of a ventilated TC (Tang and Emanuel 2010), in that if the
strength of ventilation is increased beyond a certain threshold,
only weakening solutions exist. Clearly, there is much com-
plexity in reality. Here, we seek to avoid some of the complex-
ity through a set of idealized simulations to gain fundamental
understanding of how the behavioral transition modifies the
precession trajectory, what mesoscale features determine this
behavioral transition near the critical shear regime, as well as
the mechanism leading to such transition, which have not been
previously investigated in detail.

As will be seen, a defining feature near the critical shear
regime is a “precession hiatus,” marked by an increase in
tilt magnitude and decrease in cyclonic precession rate, that
occurs in the downshear-left quadrant. Our main goal in this
study is to examine the dynamical processes and mesoscale
features that cause the onset of this precession hiatus. Thus,
the focus will be on the period before the behavioral transi-
tion near this critical shear regime, because this early, tran-
sient period has interesting behavior that is important for
understanding the subsequent TC tilt and intensity evolu-
tion. A subsequent study will focus on the behavioral transition
itself and divergent outcomes. To investigate the behavioral tran-
sition near critical shear regime, this paper examines the
tilt and precession evolutions of a perturbed set of ideal-
ized TC simulations where the vortex resiliency is system-
atically enhanced by strengthening the mid- to upper-level
vorticity using a nonlinear balanced perturbation method.
The tilt and precession dynamics are then examined through
detailed analyses of the horizontal and vertical vorticity
budgets.
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2. Methodology

a. Numerical model

In this study, we used the Cloud Model 1 (CM1; Bryan and
Fritsch 2002), version 20.1, to perform convection-permitting,
idealized simulations of tropical cyclones. The model is config-
ured on an f plane with a Coriolis parameter set to 53 1025 s21

(208N). The horizontal grid contains an inner 728 3 728 km2

region with uniform 2-km grid spacing. Beyond this uniform
region, the spacing is gradually increased from 2 to 16 km at
the outer portion of the domain, with a total domain size of
1520 3 1520 km2 and periodic lateral boundary conditions.
The vertical grid has 59 levels in total, with variable spacing
that increases from 25 to 500 m within the lowest 5500 m,
above which the spacing becomes uniform at 500 m. The
model top is set at 25 km. The parameterization schemes em-
ployed are listed in Table 1.

All experiments in this study are initialized using the moist
tropical sounding from Dunion (2011) with a sea surface tem-
perature of 288C. Below 850 hPa, the RH structure is the
same as the Dunion moist tropical sounding, while above
850 hPa, the RH is constant at 50% throughout the entire do-
main, similar to Alland et al. (2021a). The analytic Rotunno
and Emanuel (1987) vortex is used to initialize all experi-
ments. The initial vortex wind profile has a maximum wind
speed of 15 m s21 at the radius of maximum wind (RMW)
of 82.5 km, and radially decreases outward to 0 m s21 at
412.5-km radius. The wind decreases linearly with height to
0 m s21 at z5 15 km.

Following Alland et al. (2021a), a large-scale nudging
method is used to introduce VWS in all experiments. The
environment has no VWS during the first 12-h period to
spin up the TC convection and structure. After this 12-h
spinup period, VWS is added by nudging the horizontal
wind field toward prescribed background wind profiles,
with nudging time scale t 5 3 h. The prescribed wind pro-
file is zonal, with 22 m s21 wind for z , 1.5 km and a linear
westerly shear between z 5 1.5 and 12 km, above which the
wind is constant with a magnitude depending on the shear
value. The background wind gradually strengthens to the
prescribed profile roughly by 24 h, which is then held cons-
tant throughout the rest of the simulation. Once the back-
ground wind profile is applied, the TC begins to translate
in the direction of the background mean flow. To keep the
TC inner core within the high-resolution inner domain,
the CM1 model domain moves following the TC center, us-
ing the same moving domain strategy as in Alland et al.
(2021a,b).

b. Perturbation simulations

Alland et al. (2021a,b) investigated the combined effect of
midlevel dry air and VWS on modulating TC development
via different ventilation pathways using a set of idealized en-
semble simulations with various combinations of moisture
profiles and wind shear magnitudes. Their ensemble simula-
tions show that a behavioral transition occurs between the
5 and 10 m s21 shear members. To examine this behavioral
transition more closely, and to find the critical shear regime,
simulations are performed with the wind shear magnitude in-
cremented from 5.5 to 9 m s21. The simulated storms still in-
tensify for a VWS, 7.0 m s21, albeit more slowly as the shear
increases. For a VWS of 7.5 m s21, however, the TC fails to
intensify. Hereafter, we will refer to this 7.5 m s21 shear ex-
periment as the control experiment (CTRL).

Previous studies indicated that the size, structure, and initial
intensity of a TC can influence the critical shear value at
which the storm fails to intensify. Finocchio and Rios-Berrios
(2021) showed this dependence in a set of idealized simula-
tions with increasing shear applied at different stages of a
base TC simulation. Rios-Berrios and Torn (2017) also
showed that a TC vortex with a stronger and deeper vortic-
ity structure is more resilient to the inhibiting effects of
shear and more likely to intensify, consistent with the results
of Jones (1995). Given this knowledge, our goal in this study
is to examine how this transitional behavior near the critical
shear regime emerges as we vary the strength of the TC vor-
tex aloft. To this end, we introduce an inner-core vorticity
enhancement to the CTRL experiment by adding an axi-
symmetric vorticity perturbation after the 12-h spinup pe-
riod using a balanced perturbation method, which will be
detailed in section 2c. This axisymmetric vorticity perturba-
tion z′(r, z) is obtained by multiplying an analytic amplifica-
tion factor Y(r, z) to the axisymmetric mean vorticity z0(r, z)
of the CTRL experiment at 12 h:

Y(r, z) 5 a

100
exp 2

z 2 9500
5000

( )2[ ]
exp 2

r
75 000

( )6[ ]
,

z′(r, z) 5 Y(r, z) 3 z0(r, z): (1)

The value of z0(r, z) is obtained by performing azimuthal av-
erage with respect to the domain (TC) center. Y(r, z) has a
Gaussian vertical profile that attains a maximum of a/100 at
z 5 9.5 km and decreases to 0 outside of 75-km radius. Here
a denotes the vorticity amplification (in percent). As an exam-
ple, the azimuthal mean structures for the unperturbed and
perturbed vertical vorticity, as well as the vorticity anomaly

TABLE 1. Parameterization schemes used in the CM1 simulations.

Categories Parameterization schemes References

Microphysics Morrison double-moment Bryan and Morrison (2012)
Radiation RRTMG longwave and shortwave Iacono et al. (2008)
PBL Yonsei University (YSU) Hong et al. (2006)
Surface fluxes Bulk aerodynamic formulas Fairall et al. (2003), Donelan et al. (2004), Drennan et al. (2007)
Turbulence CM1 simple PBL parameterization Bryan and Rotunno (2009), Bryan (2012)
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and the amplification factor Y(r, z), for a 5 20 are shown in
Fig. 1. After obtaining vorticity perturbation z′(r, z), the
corresponding balanced pressure and temperature pertur-
bations are diagnosed using the technique discussed in
the next subsection. The perturbation fields are then added
to the 12-h CTRL fields, and then the simulation is re-
started, to create a set of a-perturbation experiments. In-
cluding the CTRL (a 5 0), we created a four-member set
of experiments with a 5 0, 10, 20, and 40. Throughout the
paper, the perturbed experiments would be referred as
“aXX” with “XX” being the corresponding enhancement
percentage.

c. Balanced vorticity perturbation

The balanced perturbation method diagnoses the pressure
and thermal perturbations that are required to satisfy the non-
linear balance equation (NLBE; Charney 1955; Krishnamurti
1968; Haltiner and Williams 1980; Davis and Emanuel 1991;
Raymond 1992) and hydrostatic balance:

= ? (cpur=p) 5 2(cxxcyy 2 c 2
xy) 1 f=2c, (2)

cpur
­p

­z
5 g

ur 2 ur0
ur0

, (3)

where p is the Exner function, cp 5 1005.7 J kg21 K21 is
the specific heat of dry air at constant pressure, ur is the
density potential temperature, ur0 is reference profile of
density potential temperature used in the CM1 model, f is
the Coriolis parameter, and c is the streamfunction of the
nondivergent wind. The NLBE (2) is a diagnostic equation
for p given a vorticity structure represented by the stream-
function c.

As derived in appendix A, perturbations are introduced to
a model state in a balanced manner based on (2) and (3),
such that the unbalanced part of the original flow is largely
unaffected after the perturbation is added. This yields a set
of balanced equations for the perturbation fields,

cp= ? ur2=p
′ 1 cp= ? u′r=p1 5 f=2c′ 1 2(c′

xxc1yy 1 c1xxc
′
yy

1 c′
xxc

′
yy 2 2c′

xyc1xy 2 c′2
xy),

(4)

FIG. 1. Radius–height plot of the azimuthal mean vorticity after the 12-h spinup period (a) before and (b) after the vorticity
perturbation is added, (c) the corresponding difference, and (d) the amplification factor for a 5 20.
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u′r cp
­(p′ 1 p1)

­z
2

g
ur2

[ ]
52cpur1

­p′

­z
, (5)

where all perturbation quantities are represented by the
prime symbol, variables with subscript 1 denote the original
fields, and variables with subscript 2 denote fields after the
perturbations are introduced, i.e., q2 5 q1 1 q′ with q being a
generic variable. After solving for the balanced u′r and p′, the
water vapor mixing ratio is adjusted such that relative humid-
ity is unchanged. Hydrometeors, however, are not adjusted.
As an example, Fig. 2 shows the azimuthally averaged tangen-
tial wind before (Fig. 2a) and after (Fig. 2b) the introduction
of the vorticity perturbation for a20, which has a maximum
tangential wind increment of about 2 m s21 near a height of

8 km (Fig. 2c). The corresponding pressure perturbation
(Fig. 2f) is most negative around 6 km, with a warm and
cold potential temperature u perturbation above and below
7 km (Fig. 2i).

d. Measures of the TC vortex tilt

Our study employs the centroid-based methods discussed
in Nguyen et al. (2014) and Ryglicki and Hart (2015) to deter-
mine the TC centers at a given level based on the vorticity
centroid

xcenter 5

�2p

0

�R

0
zzx r dr dl�2p

0

�R

0
zzr dr dl

, (6)

FIG. 2. Azimuthal mean plots of the (a)–(c) tangential wind, (d)–(f) pressure anomaly, and (g)–(i) potential temperature anomaly of the a20
experiment. (left) Unperturbed fields at t5 12 h, (center) perturbed fields, and (right) the perturbation.
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where x is the position vector, l is the azimuthal angle, zz is
the relative vorticity, and R is the radius of integration and is
taken to be 120 km in this study. Following the procedure de-
scribed in Nguyen et al. (2014), the location of the minimum
pressure at each level is used as the initial guess of the center.
Equation (6) is then computed to iteratively update the cen-
ter. Thirty iterations are used to guarantee convergence of the
center location. In this study, the tilt of the TC vortex is defined
as the vector difference between the centers at z 5 6.5 km and
z5 1.5 km.

While the centroid-based definition of vortex tilt is intui-
tive, one deficiency is that it is relatively difficult to obtain a
governing equation that can quantify its temporal evolution.
To address this deficiency, we propose an alternative measure
of the vortex tilt based on a volume averaged horizontal vor-
ticity vector. Consider the vorticity field of a tilted vortex,
which can be decomposed into the sum of a vertically aligned
mean vortex zz, centered at the midlevel vorticity centroid,
and vorticity perturbations z′z, as shown in Fig. 3a. The tilted
component of the vorticity field is entirely characterized by the
vorticity perturbations, which consists of a pair of opposite-
signed vorticity anomalies uptilt and downtilt. Furthermore, as
a consequence of the nondivergence of the vorticity, the verti-
cal gradient of vertical vorticity equals the convergence of hori-
zontal vorticity:

­zz
­z

52= ? zh: (7)

Because the vorticity anomalies uptilt and downtilt have op-
posite vertical gradients of zz (Fig. 3a), there must be a diver-
gence of zh uptilt and convergence of zh downtilt, and thus, zh
points from the uptilt toward the downtilt region, as illus-
trated in Fig. 3b.

To support this conceptual illustration, Fig. 3c shows the
1.5–6.5-km vertically averaged zh vector field of the a20 ex-
periment during 30–31 h. The 1.5- and 6.5-km circulations and
centers are displaced from one another, indicative of the vor-
tex tilt. The zh vectors are divergent uptilt and convergent
downtilt, resulting in a volume-averaged zh (denoted as hzhi)
pointed in approximately the same direction as the tilt (thick
blue arrow in Fig. 3c). On the other hand, a vertically aligned
vortex is characterized by a symmetric region of negative
­zz/­z owing to thermal wind balance, which is associated
with symmetrically divergent zh vectors and, thus, zero
hzhi. As we will see in section 4a, hzhi is indeed positively cor-
related with the centroid-based vortex tilt both in terms of the
magnitude and direction. Thus, hzhi measures the tilt of the
vorticity field within the volume, and importantly, the hzhi
budget equation can be used to diagnose controls on the tilt
evolution.

e. Horizontal vorticity budget in a rotating coordinate

We now show how the horizontal vorticity budget equation
can provide a framework for investigating TC tilt and preces-
sion mechanisms. Additionally, the equation is cast into a rotat-
ing coordinate system, yielding two equations that separately
quantify the tendencies of the hzhi magnitude and direction,

representing the tilt magnitude and precession rate. Doing so
has the advantage of a natural partitioning that can offer insight
into tilt and precession mechanisms.

We start by defining a cylindrical volume centered at the mid-
level vorticity centroid at z 5 4.5 km with a radius of 120 km
and is vertically bounded between z 5 1.5 and 6.5 km (Fig. 4a).
Other cylindrical volumes were also tested, and the obtained
hzhi were similar. Next, we define the unit vectors of a coordi-
nate system that rotates following the direction of hzhi. Since
hzhi generally points along the direction of vortex tilt, we de-
note the unit vector along the hzhi vector direction as n̂.
The horizontal direction perpendicular to hzhi is therefore
ŝ 5 k̂ 3 n̂, where k̂ is the vertical unit vector. The vector
(n̂, ŝ, k̂) therefore represents a coordinate system that ro-
tates with time, such that n̂ always remains aligned with hzhi.
Given this coordinate system, the horizontal vorticity vector
field zh within the cylindrical volume can be written as
zh 5 znn̂ 1 zs ŝ. Based on the definition of n̂, it follows that
hzhi5 hznin̂ and hzsi ≡ 0.

This coordinate system has several benefits. First, since n̂ is
parallel to hzhi, the generation of zn can only influence the
magnitude of hzhi (i.e., hzni), but not its direction. On the
other hand, since ŝ is perpendicular to hzhi, changes of zs field
can only cause a deflection of the hzhi direction, but not its
magnitude hzni. Figure 4b illustrates these two properties of
dzn and dzs by considering an incremental change dzh over a
small-time increment dt. Therefore, the horizontal vorticity
budget cast on the (n̂, ŝ, k̂) coordinate yields the following
two governing equations for hzni and the precession rate of n̂
(denoted as V, positive for counterclockwise precession), as
derived in appendix B:

dhzni
dt

52
­

­z
(2vh ? =hy s) 2

­

­z
2w

­y s
­z

( )
1

­

­s
(2v ? =w)

〈 〉〉〈〉〈

1 f
­(yn 2 ygn)

­z

〈 〉
1 BaroN 1 FrictN , (8)

Vhzni 5
­

­z
(2vh ? =hyn)

〈 〉
1

­

­z
2w

­yn
­z

( )〈 〉
2

­

­n
(2v ? =w)

〈 〉

1 f
­(y s 2 ygs)

­z

〈 〉
1 BaroS 1 FrictS, (9)

where ­/­n and ­/­s are the spatial derivatives along n̂ and ŝ,
respectively; v and vh are the three-dimensional and horizontal
wind velocities; ygn and ygs are the large-scale nudging wind
profiles in the n̂ and ŝ directions; BaroN 5 hn̂ ?=p3=r21i and
BaroS 5 hŝ ?=p3=r21i are the baroclinic terms, where r is
the density and p is the pressure; FrictN 5 hn̂ ?= 3 Fi and
FrictS 5 hŝ ?= 3 Fi are the frictional terms, where F is friction.
The first three terms on the right-hand side of (8) and (9)
represent zh generation due to differential horizontal and
vertical advections, and horizontal gradient of w momen-
tum advection. All the terms on right-hand side of (8) and
(9) can generate differential circulation in the horizontal
and vertical directions, contributing to the changes in hzhi
magnitude and the precession rate V of the hzhi vector.
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Throughout the rest of this paper, all plan views in this co-
ordinate will be oriented such that the n̂ points at positive
y direction, as depicted in Fig. 4b.

Equations (8) and (9) are further partitioned into axial-
mean and eddy contributions. Here, the axial mean of a vari-
able is defined to be the azimuthal mean about the vorticity
centroid at each level, i.e., following the tilt. Each term in (8)
and (9) is then computed using only the axial-mean variables,
then volume averaged, as denoted by h?im. This partition is
useful since the symmetric part (with respect to vorticity

centroid at each level) of the terms on the rhs of (8) and (9)
strongly cancel. Such a cancellation obscures the interpretation
of the net tendency. The axial-mean equations are

dhznim
dt

52
­

­z
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〈 〉
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­
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1 BaroNm 1 FrictNm, (10)

FIG. 3. For a tilted TC vortex, (a) the tilted vertical vorticity can be interpreted as the sum of a vertically aligned
mean vortex centered at the midlevel centroid and pairs of opposite-signed vorticity perturbations uptilt and downtilt.
The uptilt and downtilt vorticity perturbations have opposite vertical gradients, indicated by the red and blue dashed
circles. (b) Schematic of the vertically averaged horizontal vorticity vector (black arrows) and regions of positive and
negative vertical gradient of vorticity in the uptilt and downtilt regions. (c) For the a20 experiment, the 1.5-km
streamfunction and vorticity centroid (black contours and dot) and 6.5-km streamfunction and vorticity centroid
(red contours and dot), averaged between 30 and 31 h. All fields are rotated such that the volume-averaged hori-
zontal vorticity vector points at the positive y direction. The vertically averaged horizontal vorticity field is
shown by the short blue vectors, and the direction of the volume-averaged horizontal vorticity vector is shown
by the long blue arrow.
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The eddy equations are then defined as the difference be-
tween the full Eqs. (8) and (9) and the axial-mean Eqs. (10)
and (11), with h?ie referring to the eddy contribution, yielding

dhznie
dt
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Note the large-scale nudging terms, fh­ygn/­zi and f h­ygs/­zi,
are a constant forcing throughout the domain. Therefore,
f h­ygn/­zie and f h­ygs/­zie are both zero.

3. Overview of model simulations

The tilt and intensity evolution of the simulations is now
examined (Fig. 5). Starting from 12 h, when the shear is
introduced, the storms in all the simulations exhibit a clear

downshear tilt toward the east (Fig. 5a). After the tilt reaches
a magnitude of about 50 km (when the radius of maximum
wind is at 70 km), a cyclonic precession commences. How-
ever, the precession exhibits a pause while the tilt increases
around 35–40 h in all the experiments, resulting in a kink in
the precession trajectories, as highlighted by the black arrow
in Fig. 5a. During this period, the vorticity field at 6.5 km is
characterized by an inner-core maximum and an area of posi-
tive anomalies downtilt associated with rainband convection
(not shown). The vorticity centroid, which tends to coincide
well with the streamfunction minimum (Fig. 3c), shows a ver-
tically coherent, downtilt displacement, rather than any dis-
continuities. During this hiatus initiation, the spread in the
tilt (Fig. 5a) and intensity (Figs. 5b,c) are generally small
among the experiments. In addition to the increase of tilt
and pause of precession, the intensity of the storms remains
steady between 40 and 50 h. However, by the end of the hia-
tus around 50 h, the experiments start to diverge. The tilt of
the CTRL experiment continues to increase, and the inten-
sity weakens, distinctly failing to resume the precession
compared to other experiments (Fig. 5a). The a10 experi-
ment also weakens to a similar intensity as the CTRL, but
can gradually resume the cyclonic precession after 80 h. The
a20 and a40 experiments, on the other hand, have shorter
precession trajectories, and the TCs in both simulations re-
sume precessing more quickly. Toward the end of the simu-
lation, these TCs become more aligned and intensify more
quickly.

Given that the precession hiatus appears to be a common
feature that occurs before the ensemble simulations diverge
at later times, the emergence of precession hiatus could be a
precursor feature that signals that the storm is near its critical

FIG. 4. (a) The volume averaged three-dimensional vorticity vector, given by the red vector, of a tilted TC vortex. The
black dashed cylinder shows the r 5 120 km volume that is centered at the midlevel (4.5-km) vorticity centroid for the
volume integration. (b) Illustration of the coordinate system (n̂, ŝ). The light green arrow indicates the volume-averaged
horizontal vorticity vector hzhi at a given time t0, which points along n̂; the dark green arrow indicates hzhi at t0 1 dt; the
total vector change dzh over this dt period is represented by the dark red arrow, which can be decomposed into the n̂ and
ŝ components, znn̂ and zs ŝ, as represented by blue dashed and red dashed arrows, respectively.
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shear regime and the future intensity evolution could be
uncertain. To this end, the goals of the current study are to
answer the following questions. Why does this precession
hiatus occur? Specifically, what dynamical processes and
mesoscale features are responsible for causing the pause
in the precession and increase in the vortex tilt? We will
use the horizontal vorticity budget equations introduced in
section 2e to quantify the contributions of various pro-
cesses to the tilt magnitude and precession evolution. The
divergent storm evolutions that occur after the precession
hiatus, on the other hand, will be examined in a subsequent
study.

4. Horizontal vorticity analysis

In this section, we will examine the horizontal vorticity evo-
lution and budget to understand the dynamics that lead to the
increase in vortex tilt and the precession hiatus.

a. Correlation between vortex tilt and horizontal vorticity

First, we assess the use of the volume-averaged horizontal
vorticity as an appropriate metric of the vortex tilt to comple-
ment the theoretical arguments in section 2d. Figure 6 shows
scatterplots of the vortex tilt and volume averaged horizontal
vorticity vector magnitudes (Fig. 6a) and directions (Fig. 6b)
between 30 and 50 h when the vortex tilt increases. Signifi-
cant, positive correlations in the magnitude (0.81) and direc-
tion (0.69) exist. The significant, positive correlations confirm
the physical relationship between the tilted structure of vertical
vorticity field and the horizontal vorticity vector (Figs. 3b,c),
supporting that the volume-averaged horizontal vorticity may
be used as a measure of the vortex tilt to understand the pro-
cesses that lead to the precession hiatus. Throughout the rest
of the study, we will use the term “precession” to refer to the
precession of both the centroid-based vortex tilt vector and the
volume-averaged horizontal vorticity vector.
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FIG. 6. Scatterplots of (a) the tilt magnitude and the volume-averaged horizontal vorticity magnitude and (b) the di-
rection of the vortex tilt and the direction of the volume-averaged horizontal vorticity vector for all four experiments
between 30 and 50 h, both measured counterclockwise from the east.

FIG. 5. (a) The vortex centroid tilt trajectories (6.5-km centroid relative to the 1.5-km centroid at the origin) of the simulations. Dots
along the trajectories are plotted at 24-h intervals (the first dot is 12 h after the introduction of the wind shear). The crosses show the com-
posite times. The black arrow indicates the kink feature in the precession trajectory (see text). (b),(c) The time series of the minimum sea
level pressure and maximum 10-m wind, respectively. The vertical dashed lines show the composite times for each experiment.
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b. Horizontal vorticity budget evolution

To extract the common features across the experiments
that emerge during the hiatus initiation, we will composite
all members relative to the time when hzni shows a clear in-
crease during the precession hiatus. The times of each mem-
ber are shown in the precession trajectory (cross symbols in
Fig. 5a) and intensity time series (vertical dashed lines in
Figs. 5b,c). From Fig. 5a, we see that these times are near or
just after the emergence of the kinks in the precession
trajectory.

As shown in Fig. 7a, hzni shows a clear increase around
t 5 0 h (the composite time), and the direction of hzni in-
creases before 0 h and plateaus thereafter (Fig. 7c), indicating
a simultaneous increase in vortex tilt magnitude and decrease
in precession rate. This behavior can also be seen in the hzni
tendency (Fig. 7b) and the precession rate V (Fig. 7d). Near

0 h, dhzni/dt shows a distinct positive peak, while V gradu-
ally decreases from positive to negative values. Figures 7b and
7d also show the axial-mean and eddy contributions to dhzni/dt
and V. The axial-mean contributions generally have smaller
variations, while the eddy contributions are responsible for the
larger variations. In Fig. 7b, the strong overlap between the
total dhzni/dt (black line) and the eddy contribution (dashed,
blue line) indicates that eddy processes are responsible for the
increase in vortex tilt. Looking at the V evolution (Fig. 7d), the
axial-mean contribution is consistently positive. However, dur-
ing the hiatus initiation, the axial-mean contribution slightly de-
creases and is countered by an increasingly negative eddy
contribution, leading to the pause of cyclonic precession. This
result indicates that the eddy contribution plays an important
role in pausing the cyclonic precession during this period.

To identify the regions that contribute the most to the
changes near t 5 0 h, we next examine the vertically

FIG. 7. Time series of the composite mean of all experiments: (a) magnitude of the volume-averaged horizontal vor-
ticity vector hzni (black), together with each experiment (gray); (b) horizontal vorticity tendency (dhzni/dt, solid black
line), together with the averaged tendency (solid red line), eddy contribution (blue, dashed line), and axial-mean con-
tribution (green, dashed line); (c) hzhi direction (black), together with each experiment (gray); (d) precession rate of
hzhi (V, solid black line), together with the averaged precession rate (solid red line), eddy contribution (blue dashed
line), and axial-mean contribution (green dashed line). The two gray shaded periods in (b) and (d) indicate the time
periods used to examine changes in the hzni tendency and V.
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integrated zn tendency in the rotated (n̂, ŝ) coordinate
framework, averaging the tendency across the experiments
relative to the midlevel centroids. Figures 8a and 8b show
the vertically integrated zn tendency, temporally integrated
over the period before (25 to 22.5 h) and during the pre-
cession hiatus (22 to 0.5 h). The tendency difference be-
tween these two periods is shown in Fig. 8c. During 25 to
22.5 h, the zn tendency is generally weak and of varying
sign, consistent with the small net tendency shown in Fig. 7b.
During 22 to 0.5 h, a distinct region of positive zn tendency
emerges in the downtilt-left region, which is more apparent in
the difference of the zn tendency between these two periods
(Fig. 8c).

Figures 8d and 8e show a similar plot for the vertically inte-
grated zs tendency, which contributes directly to the preces-
sion rate V of the hzhi vector. In contrast with the zn
tendency, during 24.25 to 21.75 h, the zs tendency shows co-
herent, positive areas in the downtilt region (Fig. 8d). How-
ever, when the precession hiatus occurs, these positive areas
disappear (Fig. 8e). In particular, the downtilt-left region has
the largest negative change (Fig. 8f).

c. Horizontal vorticity budget in the downtilt-left region

To understand the increase in vortex tilt and decrease in
precession rate during the precession hiatus, we next examine
the zn and zs budget terms to quantify the processes that con-
tribute to the hzni and V changes. As shown in Figs. 8c and 8f,
the largest changes in both zn and zs occur in the downtilt-left
quadrant, which indicate that the dynamical processes in this
region are important for the onset of the precession hiatus.
To examine the zn and zs budgets more surgically in that re-
gion, we average the budget terms over a local, contiguous re-
gion that is enclosed by the 6.5 m s21 zn change contour in
Fig. 8c and26.5 m s21 zs change contour in Fig. 8f.

Figures 9a and 9b show the time series of total zn tendency,
the axial-mean and eddy components, and the individual eddy
terms, averaged over the contoured region in Fig. 8c. From
Fig. 9a, we see that the total zn tendency in this region has a
positive peak around 22 h when the hiatus occurs, consistent
with the peak in the hzni tendency shown in Fig. 7b. This
consistency justifies isolating the analysis to this local, down-
tilt-left region. The eddy contribution is largely responsible,
also consistent with Fig. 7b. To further analyze the eddy

FIG. 8. The vertically integrated zn changes between z 5 1.5 and 6.5 km, temporally integrated over (a) t 5 25 to 22.5 h before hzni
increases, (b) t 5 22 to 0.5 h during the hzni increase, and (c) the difference between (b) and (a). (d),(e) As in (a) and (b), but for the
vertically integrated zs changes during t 5 24.25 to 21.75 h and 0.5 to 3 h. (f) The difference between (e) and (d). The black contour
in (c) indicates the downtilt-left region of interest that has a zn increase greater than 6.5 m s21. The black contour in (f) indicates the
downtilt-left region of interest that has a zs decrease less than26.5 m s21.
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contribution, Fig. 9b shows the individual terms in (12) that
make up the eddy contribution. Since the differential vertical
advection and baroclinic term tend to strongly cancel, their
sum is also shown in Fig. 9b. From the decomposition, the dif-
ferential horizontal advection term largely captures the evolu-
tion of the total eddy contribution, especially around the peak.

For the slowing of the cyclonic precession, Figs. 9c and 9d
show a similar analysis of the zs tendency, averaged over the
contoured region in Fig. 8f. As shown in Fig. 9c, the zs ten-
dency in this region decreases starting at 23 h and then re-
verses sign during 0 to 4 h, consistent with volume-averaged
tendency in Fig. 7d. This consistency again justifies isolating
the analysis to this local region. The decrease in zs tendency
during 23 to 1 h is due to both decreasing axial-mean and
eddy contributions. The latter has a greater contribution to
this decrease around 0 h, and opposes the positive axial-mean

contribution during this period. To further analyze the eddy
contribution, Fig. 9d shows the individual terms in (13) that
make up the eddy contribution. The decomposition shows
that the differential horizontal advection closely matches the
evolution of the eddy contribution, particularly the decrease
of the zs tendency after 0 h, while the temporal variations of
the other terms are smaller.

In summary, the eddy differential horizontal advection term
is the major contribution to both the increase in tilt magnitude
(hzni) and decrease in precession rate (V) during the hiatus pe-
riod. We will explore this term more in the next subsection.

d. Interpretation of the differential horizontal advection
term and its effect on the vertical vorticity structure

The results from the zn and zs budgets suggest that the dif-
ferential horizontal advection term plays an important role in

budget DL region

s[
ycnednet

y ticitr ov
-2

]
Total tendency
Axial mean contribution
Eddy contribution

(a)

budget DL region

�me [hr]

s[
ycnednet

ytic it ro v
-2

]

Total tendency
Axial mean contribution
Eddy contribution

(c)

eddy components

vo
r�

ci
ty

te
nd

en
cy

[s
-2

]

(b)

Diff. Hori. AdvBaroclinic
Eddy contribution

Diff. Vert. Adv Frict. and nudging

Baro.+Diff. Vert. Adv

Hori.Grad.Adv w

�me [hr]

eddy components

vo
r�

ci
ty

te
nd

en
cy

[s
-2

]

(d)

Diff. Hori. AdvBaroclinic
Eddy contribution

Diff. Vert. Adv Frict. and nudging

Baro.+Diff. Vert. Adv

Hori.Grad.Adv w

FIG. 9. Time series of the horizontal vorticity budget terms in the downtilt-left regions outlined in Figs. 8c and 8f:
(a) area-averaged zn tendency (black), together with the eddy contribution (magenta) and axial-mean contribu-
tion (green); (b) decomposition of the eddy contribution with terms given in the legend and described in the
text. (c),(d) As in (a) and (b), but for the area-averaged zs tendency.
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initiating the precession hiatus. Therefore, it is important to
understand what this term represents and how it influences
the vertical vorticity structure.

Combining the n̂ and ŝ components of differential horizon-
tal advection in (12) and (13) results in

k̂ 3
­

­z
(2vh ? =hvh)

〈 〉
e
: (14)

This term represents the generation of horizontal vorticity (and
shear) by the vertical difference in the horizontal momentum ad-
vection. Using a vector identity, (14) may be rewritten as

k̂ 3
­

­z
(2vh ? =hvh)

〈 〉
e
5 k̂ 3

­

­z
2

1
2
=h|vh|2 1 vh 3 zz

( )〈 〉
e
,

(15)

where zz is the vertical vorticity vector.
How does the term in parentheses affect the vertical vor-

ticity structure? The first term inside the parentheses is of
the form =f and must be irrotational (zero curl), i.e.,
k̂ ?=h 3 [2(1/2)=h|vh|2] ≡ 0, indicating that this term only re-
flects changes in divergence structure, but not changes in zz
structure. Rather, the differential horizontal advection influ-
ences the zz structure only through the second term, that is
k̂ ?=h 3 [(­/­z)(vh 3 zz)]52(­/­z)(=h ? vhzz), which is the dif-
ferential vorticity flux convergence.

Meanwhile, the horizontal vorticity generated by this sec-
ond term is also associated with the vorticity flux,

k̂ 3
­

­z
(vh 3 zz)

〈 〉
e
5

­

­z
(vhzz)

〈 〉
e
, (16)

We have verified (not shown) that this second term h(­/­z)(vhzz)ie
is dominant on the rhs of (15).

Synthesizing, the differential horizontal advection term influ-
ences the zz structure by causing a vertical gradient in vorticity
flux convergence, resulting in a change in vortex tilt. As the
upper- and lower-level vorticity centroids are pushed farther
apart (along the n̂ direction), the differential changes in the
(nondivergent) wind field simultaneously generates horizontal
vorticity pointing in the n̂ direction, resulting in a positive
change in zn. If the differential advection pushes the upper- and
lower-level vorticity centroids farther apart in the -ŝ direction
(decrease in precession rate V), the differential changes in the
(nondivergent) wind field also cause a decrease in zs.

We can now apply this differential vorticity flux reasoning to
the simulations to diagnose the increase in tilt and decrease in
precession rate. Figure 10 shows the composite average abso-
lute vorticity and the eddy vorticity flux at z 5 1.5 and 6.5 km
averaged between21.5 and 2.5 h. At 1.5 km, eddy vorticity flux
near the vorticity center and in the downtilt rainband region
predominantly points toward the left-of-tilt direction, resulting
in an area-averaged vorticity flux vector that points at the same
direction, as shown by the red arrow at the upper-right corner
of Fig. 10a. At 6.5 km, positive vorticity anomalies concentrate
in the downtilt-left quadrant (Fig. 10b). The location of this
downtilt-left vorticity anomaly coincides with the region that
exhibits the largest changes in horizontal vorticity tendencies
during the hiatus period, shown in Figs. 8c and 8f. In this region,
the eddy vorticity flux vectors associated with the vorticity anom-
aly point toward the positive n̂ and negative ŝ directions, resulting
in a mean midlevel vorticity flux vector pointing downtilt-right
(blue arrow at the upper-right corner). The resulting differential
vorticity flux between mid and low levels also points downtilt-
right, as shown by the magenta arrow.

Now, we examine the influence of the differential vorticity
flux convergence on the vertical vorticity structure. Figure 11a
shows that the midlevel eddy vorticity flux in the downtilt-left

FIG. 10. The composite-mean, vertical component of the absolute vorticity (shaded) during t 5 21.5 to 2.5 h at
(a) z 5 1.5 km and (b) z5 6.5 km. The blue vectors show the eddy vorticity flux. The black arrows at the upper-right
corner show the wind shear direction, the red arrows show the average vorticity flux at z 5 1.5 km, the blue arrows
show the average vorticity flux at z 5 6.5 km, and the magenta arrows show the vorticity flux vector difference
between these two levels.

Y U E T A L . 921MARCH 2023

Brought to you by SUNY ALBANY LIBR SB23 | Unauthenticated | Downloaded 06/27/23 03:58 PM UTC



quadrant results in a large area of flux convergence over the
downtilt and downtilt-right regions. This convergence results
in an enhancement of the midlevel vertical vorticity downtilt
and downtilt-right, which simultaneously increases the vortex
tilt and decreases the precession rate.

To further investigate how this midlevel eddy vorticity flux
comes about, we decompose the flux into the nondivergent
(vc), irrotational (vx) and environmental (venv) components:

hvhzzie 5 hvczzie 1 hvxzzie 1 hvenvzzie: (17)

Here, the environmental wind is comprised of the prescribed
sheared wind profile (vn) and the storm movement (vc), i.e.,
venv 5 vn 2 vc. Then, the wind field is decomposed by first
solving for vx using the free-space Green’s function approach
(Vico et al. 2016), and vc is computed as a residual.

Applying this decomposition (Fig. 11), the irrotational com-
ponent of the vorticity flux hvxzzie (Fig. 11b) provides the larg-
est contribution to the downtilt-pointing eddy vorticity flux
and flux convergence (Fig. 11a). The eddy flux convergence of

the irrotational component is responsible for the generation
of the midlevel positive vorticity anomaly seen in Fig. 10b,
and leads to the increase in vortex tilt during the hiatus. In
contrast, the nondivergent component (Fig. 11c) contributes
to the anticyclonic eddy vorticity flux downtilt and downtilt-
right from the midlevel center. This anticyclonic vorticity flux
has flux divergence downtilt (Fig. 11c), partially offsetting the
flux convergence of the irrotational component, and flux con-
vergence downtilt-right. This pattern indicates that the nondi-
vergent component moves the midlevel vorticity generated in
the downtilt region toward the downtilt-right, contributing to
the decrease in precession rate. On the other hand, the direct
contribution of the environmental component to eddy vortic-
ity flux is small (Fig. 11d). However, the environmental wind
shear plays an essential role in maintaining the downtilt convec-
tion, displacing hydrometeors further downtilt and influencing
the location of stratiform precipitation, so indirectly contributes
to the irrotational flux component.

We conducted additional experiments turning the large-
scale nudging (shear) off at various times (2, 5, and 11 h)

FIG. 11. (a) The composite-mean, eddy vorticity flux (arrows) and flux convergence (shaded; positive is conver-
gence) during t 5 21.5 to 2.5 h at z 5 6.5 km. (b)–(d) As in (a), but for the irrotational, nondivergent, and environ-
mental wind components, respectively.
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before the onset of precession hiatus. In these experiments,
the precession hiatus does not occur, confirming the role of
environmental wind shear in indirectly modulating the eddy
vorticity flux and flux convergence patterns (not shown). The
diabatic processes and rainband features associated with the
midlevel eddy vorticity flux will be investigated in more detail
in the next section.

5. Vertical vorticity budget

The previous horizontal vorticity budget analysis shows
that the differential horizontal vorticity flux and vorticity flux
convergence in the downtilt region plays an essential role in
causing the increase in the vortex tilt and the pause in cyclonic
precession. This differential vorticity flux is associated with
the emergence of a coherent, positive midlevel vorticity
anomaly in the downtilt-left quadrant. Given the importance
of this vorticity anomaly, we now perform an absolute vertical
vorticity budget in a Lagrangian framework to understand
how this feature is generated. In a Lagrangian framework, the
absolute vorticity equation is

Dza
Dt

52za=h ? vh 1 zh ? =hw 1 k̂ ? =p 3 =a 1 k̂ ? = 3 F:

(18)

The terms on the rhs of (18) are the stretching, tilting, baro-
clinic, and frictional torque terms.

The Lagrangian calculation is performed using the La-
grangian Analysis Tool (LAGRANTO; Wernli and Davies
1997; Sprenger and Wernli 2015). Backward trajectories are
calculated using 5-min model output. To focus on the positive
vorticity anomaly in the downtilt-left quadrant, we initialize
back trajectories within the contoured region in Fig. 12a be-
tween z 5 5.75 and 7.75 km, spanning 21 to 0 h with parcels
seeded every five minutes. Due to the large number of

trajectories, we will only focus on the CTRL experiment, as the
other experiments have a similar interpretation. The back trajec-
tory density (Fig. 12b) shows air parcels originating in the uptilt
region and circulating cyclonically before comprising the down-
tilt-left, positive vorticity anomaly.

Figure 13a shows that these parcels ascended and increased
in vorticity. Figure 13b shows that stretching is the dominant
process in enhancing the vorticity from 270 to 240 min dur-
ing the ascent right of tilt. The right-of-tilt ascent may be due
to ascent along slanted isentropes (Jones 1995; Boehm and
Bell 2021) and/or driven by boundary layer convergence
(Schecter 2022). This period of ascent is followed by a period
(240 to 220 min) when tilting becomes dominant. Impor-
tantly, parcel vorticity exhibits a sharp increase during 220 to
0 min, which is primarily caused by vertical vorticity stretch-
ing. The magnitude of the stretching is large, despite the par-
cel ascent decreasing during this period (flattening of red line
in Fig. 13a). These results indicate that strong vortex stretch-
ing above 6 km is important for boosting the positive vorticity
anomaly in the downtilt-left region shown in Fig. 12a.

Figure 14 examines the spatial structure of contributions to
the positive vorticity anomaly in the downtilt-left region.
Here, there is a band of positive vorticity stretching (Fig. 14a).
To assess the precipitation structures associated with this vor-
ticity stretching, a precipitation classification algorithm, based
on surface precipitation rate (Braun et al. 2010), is applied
to classify the precipitation into convective or stratiform
(Fig. 14a). Regions with positive midlevel stretching almost
entirely reside in the stratiform precipitation region at the im-
mediate outward side of the convective precipitation in the
downtilt-left quadrant.

To investigate the mesoscale features responsible for the
midlevel vertical vorticity stretching, accounting for its curved
shape, we construct cross sections centered along a spiral that
passes through the local maxima of vertically averaged vortic-
ity stretching. This central spiral is defined using cubic splines

FIG. 12. (a) The vertically averaged absolute vorticity za during t 5 21 to 0 h for the CTRL experiment. The
black contour shows region where back-trajectory calculations are initialized between 5.75 and 7.75 km within
za . 83 1024 s21. (b) The back-trajectory density, computed by summing the normalized parcel distribution (normal-
ized by the peak value) at 5-min intervals.
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on four subjectively determined anchor points, as shown by
the green dots and blue solid curve in Fig. 14a. After this cen-
tral spiral is defined, radial–height cross sections are con-
structed at each azimuth centered along the axis of the spiral,
covering a radial distance of 35 km relative to the spiral (Fig. 14a).
Then, an azimuthal average is performed to produce an average
cross section along the spiral.

Between z 5 5 and 8 km, a layer of positive vorticity
stretching occurs between an upper-level updraft and lower-
level downdraft (Fig. 14b). This vertical velocity structure is
driven by diabatic heating and cooling above and below the
melting level (Fig. 14c), which is associated with the stratiform
precipitation region of the principal rainband, consistent with
the precipitation classification shown in Fig. 14a.

The positive vorticity anomalies generated via stretching
are advected outward by radial outflow (Fig. 14c), constituting
a midlevel outward flux of absolute vorticity that points to-
ward the downtilt-right direction at larger radii, as shown in
Fig. 10b. Recall from Fig. 11b that the irrotational wind at
z5 6.5 km provides a major contribution of the eddy vorticity
flux and vorticity flux convergence in the downtilt region. As
shown in Fig. 14d, the irrotational wind between z 5 5 and
8 km is the major component of the radial outflow (green
arrow). This irrotational outflow is driven by divergence asso-
ciated with inner convective precipitation (blue box) and con-
vergence associated with outer stratiform precipitation (red
box). This dipole of inner divergence and outer convergence
is due to the transition from bottom-heavy to top-heavy dia-
batic heating profiles of the downtilt convective and strati-
form regions. Therefore, the downtilt irrotational component
of the eddy vorticity flux and vorticity flux convergence (Fig. 11b)
is a product of the irrotational outflow driven by the inner
convective to outer stratiform diabatic process, coupled
with midlevel vorticity generation due to stretching within
the stratiform region.

Meanwhile, the cooling-driven downdraft below z 5 5 km
also causes vortex compression (negative stretching), which
results in a negative vorticity anomaly at low levels (Fig. 14c).
As we illustrated in the schematic diagram in Fig. 3a, the
development of the positive vorticity anomaly aloft and the
negative vorticity anomaly beneath enhances the vorticity
perturbation associated with the tilted structure of the vortex,
consistent with Reasor and Montgomery (2001) and Davis
et al. (2008). In addition, the cooling-driven downdraft has
a clear inflow component (Figs. 14c,d) below 3 km, which
resembles mesoscale descending inflow (Didlake and Houze
2013). Alland et al. (2021a) showed that environmental dry
air can strengthen the cooling-driven downdraft, resulting in
more low-uE air being flushed into the boundary layer. Addi-
tionally, from Fig. 14a, the uptilt side of storm is mostly free
of convection, which is due to the combined effect of adia-
batic descent associated with the tilted vortex and the envi-
ronmental dry air wrapping inward, similar to that noted in
Alland et al. (2021b). These thermodynamic effects will be ex-
amined in a subsequent study.

6. Conclusions

This study investigated the dynamics leading to the initia-
tion of a vortex precession hiatus when a tropical cyclone is
under the influence of vertical wind shear of a critical magni-
tude. For our model configuration in which the initial RH
above 850 hPa is 50%, this critical wind shear is 7.5 m s21.
The critical shear value for a moister environment could be
larger. The hiatus is characterized by a pause in precession
and an increase in tilt magnitude toward the downshear-left
quadrant. To examine the hiatus dependence on the TC vor-
ticity structure near this critical shear regime, a balanced per-
turbation method is used to enhance the mid- to upper-level,
inner-core vorticity by various percentages. The simulation
results show that the precession hiatus leads to diverging tilt
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FIG. 13. (a) The mean absolute vorticity and height along back trajectories and (b) the Lagrangian change in abso-
lute vorticity and the contribution from stretching and tilting. The frictional and baroclinic effects are negligible and
not shown. The shading in (b) shows one standard deviation from the mean.
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and intensification evolutions depending on whether the TC is
able to recover from the hiatus. Of specific interest in this
study, the precession hiatus occurred in all the simulations.

To examine the dynamics that lead to the initiation of the
precession hiatus and increase in vortex tilt, we examine the
budgets of the volume-averaged horizontal vorticity vector
hzhi. We showed that a nonzero hzhi is physically linked to the
vortex tilt. During the hiatus period, hzhi shows a substantial
increase in magnitude and a decrease in the precession rate
V, consistent with the vortex tilt vector. Examination of the

horizontal vorticity budgets shows that the increase in the hzhi
magnitude is largely the result of positive zn generation in the
downtilt-left region. Simultaneously, this region also has pro-
duction of negative zs, leading to a decrease in the precession
rate. The budgets of zn andV suggest that the increase in hori-
zontal vorticity (and vortex tilt) and pause in precession are
due to an increasing eddy vorticity flux that points toward the
downtilt-right quadrant at midlevels.

Figure 15 shows an illustration of processes and correspond-
ing regions that contribute to the midlevel eddy vorticity flux.

FIG. 14. (a) Plan view of precipitation classification for the CTRL experiment for time period between 21.5 and
1.5 h. Orange denotes convective precipitation, purple denotes stratiform precipitation, and cyan notes nonprecipitat-
ing region. The positive vortex stretching, averaged between 5.25 and 8 km, is shown in black contours at every
5 3 1027 s22. The blue solid curve and green dots define the central spiral used in calculating the cross sections. The
dotted curves show the radial bounds of the cross section. (b) Cross section of vorticity stretching (shading) and verti-
cal velocity (updrafts in red and downdrafts in blue, every 0.2 m s21; zero line dashed). (c) Cross section of absolute
vorticity (shading), diabatic tendencies (heating in red, contoured at every 1023 K s21; cooling in blue, contoured at
every 53 1024 K s21; zero line dashed), and wind in the plane of the cross section (vectors). (d) As in (c), but for con-
vergence (shading), vertical velocity (contours), and irrotational wind in the plane of the cross section (vectors). The
blue and red boxes indicate regions of divergence and convergence mentioned in the text; the green arrow highlights
midlevel outward pointing irrotational wind. The black arrow at the bottom left of (b)–(d) indicate the spiral-relative
outward direction.
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These processes occur in the downtilt region where the rain-
band precipitation transitions from a convective to stratiform
structure. Ascent above 6 km and descent below 6 km within
the stratiform region, characteristic of the stratiform rainband
structure (Didlake and Houze 2013), cause strong vortex
stretching. In the downtilt-left quadrant, this vortex stretching
enhances a coherent midlevel positive vorticity anomaly and
the subsequent increase in the midlevel eddy vertical vorticity
flux. Further decomposition of the midlevel eddy vorticity flux
shows that the irrotational component is responsible for the
eddy vorticity flux convergence downtilt, increasing the midle-
vel, positive vorticity anomaly further downtilt and, thus, the
vortex tilt. The nondivergent component of eddy vorticity flux
then displaces the downtilt vorticity toward the downtilt-right,
slowing down the vortex precession. Meanwhile, the descent
below 6 km is associated with negative vortex stretching (vor-
tex compression), resulting in negative vorticity anomalies at
lower levels. The resulting vertical dipole of vorticity anoma-
lies in the downtilt-left region enhances the tilted vortex struc-
ture and reinforces the differential vorticity flux that causes
the precession hiatus.

While the direct contribution of the environmental wind
(shear) to the eddy vorticity flux is small, the shear is impor-
tant for indirectly contributing to the eddy vorticity flux

structure. The shear sustains the asymmetric, downtilt convec-
tion and helps to maintain the convective-to-stratiform transi-
tion zone in the downtilt-left quadrant.

What is the context of these results relative to previous
studies on TC tilt and precession? First, the downshear-left
equilibrium configuration has been demonstrated in dry, ver-
tically sheared TC-like vortices in previous work (e.g., Reasor
et al. 2004). Our findings indicate that the quasi-stationary tilt
configuration in our simulations is the result of the interaction
between vertical wind shear and the concurrent vortex dy-
namics associated with both convective and stratiform dia-
batic processes. Second, Schecter (2022) showed that, in the
context of shear-free dynamics, nonmonotonic growth of vor-
tex tilt may be caused by an organized negative vorticity re-
gion in the convective rainband region, which advects the
upper-level vortex away from the low-level center. However,
in a steady-shear environment near the critical regime, the
working mechanism of the precession hiatus found in our study
seems to be different. Third, previous studies showed that the
spinup of midlevel vortex may be important for the early stage
TC development and tropical cyclogenesis (Raymond et al.
2014; Gjorgjievska and Raymond 2014). Our results suggest
that near the critical shear regime, the downtilt development of
a midlevel vortex aided by stratiform precipitation could in turn
inhibit realignment and intensification, particularly in a drier en-
vironment, like the one in our simulations.

While the focus of our study is to examine the dynamical pro-
cess that initiates the precession hiatus, the left-of-tilt stratiform
precipitation region also imposes thermodynamic impacts on the
TC intensity during the hiatus initiation period. Prior studies
have shown downdraft ventilation flushes low-uE air into the
boundary layer (from both convective and stratiform precipita-
tion), hindering TC intensification (Riemer et al. 2010, 2013;
Riemer and Montgomery 2011; Tang and Emanuel 2010,
2012a,b; Alland et al. 2021a,b). Conversely, the saturated down-
draft in the stratiform region could also help to moisten lower
levels (Alvey et al. 2020), contributing to a favorable thermody-
namic environment for new convection after sufficient boundary
layer recovery. Exactly how these two competing thermody-
namic effects combine with the negative dynamical impact iden-
tified in this study to result in the diverging behaviors of our
simulations after the precession hiatus in the critical shear re-
gime will be the subject of a follow-on study.

The precession hiatus behavior examined in this study occurs
at a critical shear regime specific to our simulation design. The
shear magnitude of this critical regime likely varies as a function
of both the TC environment and initial vortex structure, such as
environment and inner-core moisture distribution, sea surface
temperature, the initial vortex structure, etc. Other TC behavior
in shear, such as downshear reformation and vortex reposition-
ing, was not captured in the current experiment design. Given
the sensitivity of TC intensity evolution in this critical shear re-
gime, identifying how this critical shear regime varies as a func-
tion of these parameters, and influences the tilted TC vortex
structure evolution, would also be of value.
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APPENDIX A

Balanced Perturbation Method

In this appendix, we document the strategy used to insert
a balanced vorticity perturbation into our simulations. The
goal of this approach is to derive the responses in the mass
and thermodynamic fields such that a vorticity perturbation
can be added to a simulation without disturbing the unbal-
anced flow present in the original flow.

As introduced in section 2c, this approach relies on the
NLBE and hydrostatic balance, as discussed in Eqs. (2) and
(3). The NLBE equation is derived from the divergence
equation:

­d

­t
1 = ? [(vc ? =)vx 1 (vx ? =)vc 1 (vx ? =)vx]

1 = ? w
­v

­z

( )
1 = ? [(vc ? =)vc]

52= ? (cpur=p) 1 f=2c 1 = ?F, (A1)

where d 5 = ? v is the horizontal divergence, vx 5 2=x is
the irrotational wind with x being the velocity potential,
vc 5 k̂ 3=c is the nondivergent wind with c being the
streamfunction, and F is friction. The NLBE is obtained by ne-
glecting the divergence tendency, the advection terms involving
vx and w, and the divergence of momentum forcing. In gen-
eral, these terms may not be negligible. We may group these
terms as a residual term Res. Expanding = ? [(vc ? =) vc] 5
2 [2cxxcyy 1 (cxy)

2], Eq. (A1) then becomes

= ? (cpur1=p1) 5 2[c1xxc1yy 2 (c1xy)2] 1 f=2c1 1 Res1,

(A2)

where Res152(­d/­t)2=? [(vc1
?=)vx1 (vx ?=)vc1

1 (vx ?=)vx]2
=? [w(­vx/­z)1 w(­vc1

/­z)]1=?F. Here, the additional sub-
script “1” denotes the original flow fields before the vorticity
perturbation is introduced. Similarly, for the flow after the per-
turbation is introduced, the horizontal balance can be written as

= ? (cpur2=p2) 5 2[c2xxc2yy 2 (c2xy)2] 1 f=2c2 1 Res2,

(A3)

where Res252(­d/­t)2=? [(vc2
?=)vx1 (vx ?=)vc2

1 (vx ?=)vx]2
=? [w(­vx/­z)1 w(­vc2

/­z)]1=?F. The subscript “2” denotes
the flow fields after vorticity perturbation is introduced. By

writing the responses of all variables as q′, i.e., q2 5 q1 1 q′

(q can be p, ur, vc or c), Res2 may be expressed as

Res2 5 Res1 2 = ? [(v′c ? =)vx 1 (vx ? =)v′c] 2 = ? w
­v′c
­z

( )
:

(A4)

The second and third terms in the right-hand side of Eq. (A4)
reflect the effect of v′c on the residual term. If the pertur-
bation vorticity is small compared to the original vorticity
field, i.e., |v′c|,, |vc1|, we can drop these terms and as-
sume Res2 ’ Res1. This assumption yields a diagnostic
equation between p′, u′r, and c′ by subtracting Eqs. (A3)
and (A2):

cp= ? ur2=p
′ 1 cp= ? u′r=p1 5 f=2c′ 1 2(c′

xxc1yy 1 c1xxc
′
yy

1 c′
xxc

′
yy 2 2c′

xyc1xy 2 c′2
xy):
(A5)

Here, c′ is the streamfunction of a prescribed vorticity per-
turbation and is therefore given. The same procedure can
be applied to the hydrostatic equation to yield

u′r cp
­(p′ 1 p1)

­z
2

g
ur2

[ ]
52cpur1

­p′

­z
: (A6)

Equations (A5) and (A6) together form an equation system
for solving for p′ and u′r for a given perturbation specified
through c′, such that deviations from nonlinear and hydro-
static balance in the original flow are retained.

An iterative procedure is used to solve Eqs. (A5) and (A6)
for u′r and p′ within the CM1 domain. In each iteration,
Eq. (A5) is first solved with a zero Dirichlet boundary condi-
tion (p′|­ 5 0) to yield an updated p′. This Dirichlet bound-
ary condition is reasonable, because the nondivergent wind
perturbation v′c decays to zero well within the domain. Then,
u′r is calculated given the updated p′. This iterative procedure
converges to a solution in about 15 iterations, but 30 iterations
are used to be safe.

After obtaining the responses in u′r and p′, an additional
decision must be made to partition the response between
the potential temperature u′ and mixing ratio q′y . One pos-
sibility is to require the relative humidity remain unchanged
after the balanced perturbation is introduced. Then, u′ and
q′y can thus be solved by iterating

ur2 5 u2
1 1 qy2/«

1 1 qy2 1 ql 1 qi

( )
, (A7)

qy2 5 RH 3 qy s(p2, u2), (A8)

where RH is relative humidity; qys (p, u) is saturation vapor
pressure, which is a function of pressure and potential tem-
perature; ql and qi are the mixing ratios of liquid water and
ice. Note that in the above treatment, we also assume any
hydrometeors (ql, qi) remain unchanged.
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APPENDIX B

Vorticity Equations in the Rotating Coordinate

In this appendix, we derive the three-dimensional vor-
ticity budget equations in the rotating coordinate system
(n̂, ŝ, k̂), where n̂ and ŝ are the unit vector pointing along
the directions parallel and perpendicular to the volume
averaged horizontal vorticity vector hzhi, as defined in
section 2e.

Starting with the momentum equation in vector form, we
take the cross product:

­

­t
(= 3 v) 2 = 3 (v 3 z) 1 = 3 [f k̂ 3 (v 2 vg)]

52= 3 (a=p ) 1 = 3 F, (B1)

where z 5 = 3 v is the relative vorticity, and vg is the wind
profile used in the large-scale nudging method. Defining
the absolute vorticity vector not including the wind shear
as za 5=3 (v2 vg)1 f k̂ assuming an f plane, noting that
(­= 3 vg)/­t5 0 and taking a dot product with =f (f is a
scalar field),

=f ?
­

­t
(za) 2 =f ?= 3 (v 3 z) 52=f ?= 3 [f k̂ 3 (v 2 vg)]

2 =f ?= 3 (a=p)
1 =f ?= 3 F: (B2)

The second term may be simplified as

=f ?= 3 (v 3 z) 52= ? [=f 3 (v 3 z)] 1 (v 3 z) ? = 3 =f

52= ? [v(z ? =f) 2 z(v ? =f)]: (B3)

First, we consider f to be the displacement along n̂, that is,
=f5 n̂. Equation (B3) becomes

n̂ ? = 3 (v 3 z) 52= ? [v(z ? n̂) 2 z(v ? n̂)]
52= ? (vzn 2 zyn)
52=s,k ? (vs,kzn 2 zs,zyn), (B4)

where =s,k 5 (­/­s)ŝ 1 (­/­z)k̂, vs,k 5 y sŝ 1 wk̂, and zs,z 5

zsŝ 1 zzk̂ are the gradient operator, wind velocity, and ab-
solute vorticity in the vertical plane spanned by ŝ and k̂.
Note that the divergence only operates on the plane
spanned by ŝ and k̂ since the n̂ components of vzn and zyn
cancel. By expanding the vorticity, Eq. (B4) can be writ-
ten as

n̂ ? = 3 (v 3 z) 52
­

­z
(2vh ? =hy s) 2

­

­z
2w

­y s
­z

( )

1
­

­s
(2v ? =w):

The first two terms represent the differential horizontal and
vertical advection of ys, and the third term represents the
differential advection of w along the ŝ direction.

The forcing term due to nudging is

2 n̂ ? = 3 [ f k̂ 3 (v 2 vg)] 5 = ? { f k̂[(v 2 vg) ? n̂]}

5 f
­(yn 2 ygn)

­z
: (B4)

Putting all the expressions together, Eq. (B2) becomes

n̂ ?
­

­t
(za) 52

­

­z
(2vh ? =hy s) 2

­

­z
2w

­y s
­z

( )
1

­

­s
(2v ? =w)

1 f
­(yn 2 ygn)

­z
1 n̂ ? =p 3 =a 1 n̂ ? = 3 F:

(B5)

So far, all terms in Eq. (B5) are casted in a nonrotating coor-
dinate. For a rotating coordinate, the local tendency (­/­t)(za)
needs to be rewritten in terms of local tendency in a rotating
coordinate, denoted by ­V/­t. It can be shown that (­/­t)(za)
and (­V/­t)(za) are related as follows (Holton 1992):

­

­t
(za) 5

­V
­t

(za) 2 [(Vk̂ 3 r) ? =]za 1 Vk̂ 3 za

5
­V
­t

(za) 2 V
­za
­l

1 Vk̂ 3 za, (B6)

where V is the rotation rate of the coordinate, which is the
rotation rate of hzhi in our case. The second and third terms
of Eq. (B6) are the apparent changes of the vector field za
due to the rotation of the coordinate system. Taking the
dot product with n̂, we have

n̂ ?
­

­t
(za) 5

­V
­t

(zn) 2 V
­zn
­l

2 Vzs: (B7)

Then, Eq. (B5) becomes

­Vzn
­t

2 V
­zn
­l

2 Vzs 52
­

­z
(2vh ? =hy s) 2

­

­z
2w

­y s
­z

( )

1
­

­s
(2v ? =w) 1 f

­(yn 2 ygn)
­z

1 n̂ ? =p 3 =a 1 n̂ ? = 3 F: (B8)

Note that even though the second and third term of the
left-hand side of Eq. (B8) can cause local changes of zn,
these terms, however, do not affect the volume-averaged
tendency ­Vhzni/­t, because h­zn/­li5 0 and hzsi 5 0. As a
result, taking the volume average of Eq. (B8) yields

dzn
dt

52
­

­z
(2vh ? =hy s)

〈 〉
2

­

­z
2w

­y s
­z

( )〈 〉
1

­

­s
(2v ? =w)

〈 〉

1 f
­(yn 2 ygn)

­z

〈 〉
1 n̂ ? =p 3 =ai 1 hn̂ ? = 3 Fi:〈

(B9)

Similarly, if we take the dot product of Eq. (B6) with ŝ,

ŝ ?
­

­t
(za) 5

­V
­t

(zs) 2 V
­zs
­l

1 Vzn, (B10)
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we get

­V
­t

(zs) 2 V
­zs
­l

1 Vzn 5
­

­z
(2vh ? =hyn) 1

­

­z
2w

­yn
­z

( )

2
­

­n
(2v ? =w) 1 f

­(y s 2 ygs)
­z

1 ŝ ? =p 3 =a 1 ŝ ? = 3 F:

(B11)

Taking the volume integral, and noting that (dhzsi/dt)5 0
and h­zs/­li5 0,

Vhzni 5
­

­z
(2vh ? =hyn)

〈 〉
1

­

­z
2w

­yn
­z

( )〈 〉
2

­

­n
(2v ? =w)

〈 〉

1 f
­(y s 2 ygs)

­z

〈 〉
1 hŝ ? =p 3 =ai 1 hŝ ? = 3 Fi:

(B12)

Equations (B9) and (B12) are the component vorticity equa-
tions in this rotating coordinate that we use in this study to
analyze changes in the magnitude and direction of the volume-
averaged horizontal vorticity hzhi.
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