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Abstract 

Observations and modelling studies show that wind farms can alter their local microclimate. This study examines the 
effect of real-world wind farms on land surface temperatures in West Central Texas using the Weather Research and 
Forecasting model under realistic boundary conditions. Three wind turbine parameterizations, including two 
developed in this study, are used for model sensitivity experiments. The simulated effects of wind farms on 
temperatures match the spatial patterns observed in satellite data but are weaker in magnitude. The magnitudes of the 
temperature changes depend on the power coefficients used in the parameterizations. 
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1. Introduction 

Wind energy is one of the most rapidly growing energy resources in the world. Wind farms extract 
kinetic energy (KE) from the atmosphere and create turbulent kinetic energy (TKE) in their wakes. These 
processes affect the transport of mass, momentum and energy within the lower atmospheric boundary 
layer (ABL) and modify land-atmosphere interactions. As wind farms continue to increase in areal 
coverage, atmospheric and environmental impacts are expected to increase. Observational studies have 
shown that wind farms influence downwind temperatures [1], momentum deficits in the wake [2], and 
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land surface temperatures [3]. These impacts have been simulated using atmospheric models at global [4, 
5], regional [6, 7, 8, 9] and local scales [1, 10, 11].  

Zhou et al. [3] used satellite data to investigate changes in regional land surface temperature (LST) 
near a grouping of large wind farms in West Central Texas which consists of 2358 wind turbines in total. 
They compared Moderate-resolution Imaging Spectroradiometer (MODIS)-derived LSTs between two 
periods (before and after most of the wind turbines were installed) and between wind farm pixels and 
nearby-non-wind farm pixels. They observed a warming of 0.724°C per decade in summer (June  July  
August, JJA) at night but no significant trends during the day for the period of 2003-2011. They conclude 
that the difference in signal between night and day is a function of the stratification in the lower ABL and 
the diurnal variation of wind speed. During the night, the ABL is generally stable with warmer air 
residing over cooler air. Increased vertical mixing due to turbulence in the turbine wakes causes warmer 
air aloft to be mixed down to the surface. This increases downward heat flux from the atmosphere into the 
land surface causing land surface temperatures to increase. During the daytime, convection associated 
with strong surface heating generates a neutrally stratified ABL. Additional turbulent mixing in such a 
well-mixed layer does not significantly alter vertical temperature transport. 

The goal of this study is to evaluate if numerical models can simulate the wind farm-induced 
temperature signal observed by Zhou et al. [3]. For this purpose, numerical experiments are conducted 
with the Advanced Research version of the Weather Research and Forecasting model (WRF) [12], a state-
of-the-art regional climate model. Two new wind turbine parameterizations are developed and 
implemented in WRF to compare with the default scheme available in the model. This study is the first to 
explore seasonal-scale changes in LST due to real-world wind farms under realistic boundary conditions. 
It will improve our understanding of wind farm-ABL interactions and advance our capability to simulate 
these interactions using regional atmospheric models. 

2. Atmospheric model 

2.1 Model Description and Configuration 
 

WRF is used to simulate the 2010 summer over a group of large wind farms in West Central Texas. 
The simulations are initialized at 0000 UTC 01 June 2010 and run for 92 days until 0000 UTC September 
01 2010 (Figure 1a). The simulation domain consists of 3 nested grids centred at -100.375° longitude, 

Figure 1: (a) WRF simulation domain showing the 3 nested grids. Red asterisks mark the locations of the wind 
turbines. (b) Power and TKE coefficients of the 3 different wind turbine parameterizations. 
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32.50° latitude. Grid 1 consists of 55x46 grid points with horizontal grid spacing of 25 km; Grid 2 has 
91x76 grid points spaced 5 km apart; and Grid 3 is 151x126 grid points with 1km spacing. A stretched 
vertical grid consisting of 29 levels is employed with higher resolution at lower levels and lower 
resolution at higher levels. The grid contains 4 levels in the lowest 300 meters and 7 levels in the lowest 
1000 meters to adequately represent vertical transport in the wind turbine layer. There are 4 soil levels 
stretched in the vertical with higher resolution near the surface and lower resolution at deeper levels. A 
Runge-Kutta 3rd order integration scheme is used with time steps 80s, 20s, and 5s, respectively, for grids 
1, 2 and 3. Two-way nesting is employed allowing solutions from the finer grids to feed into the coarser 
grids. Meteorological data from the North American Regional Reanalysis (NARR) data set is used to 
initialize as well as provide lateral atmospheric boundary conditions during the simulation period.  

The MYNN 1.5 order scheme is used for the planetary boundary layer and the surface layer as they 
have been shown to have success in modelling wind turbine turbulence in previous studies [11]. NOAH 
Land Surface Model is used to simulate subsurface soil moisture and temperatures. Precipitation is 
resolved in the Grid 3 but parameterized using the Kain-Fritsch cumulus scheme in grids 1 and 2. The 
WRF Single-Moment 3-class scheme is used to parameterize microphysics. The Rapid Radiative Transfer 
Model and Dudhia scheme are used to model longwave and shortwave radiation, respectively.  
 
2.2 Wind Farm Parameterization 
 

Three turbine parameterizations are used to explore the impacts of turbines on land surface 
temperatures. In each case, a wind turbine is assumed to be a sink of KE and a source of TKE in the ABL. 
The drag caused by a wind turbine is given by: 

AVCF Tdrag
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2
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where, V is the horizontal velocity, CT is the turbine thrust coefficient,  is the air density, and A is the 
cross sectional rotor area. The rate of loss of KE from the atmosphere due to this turbine drag is given by: 
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A part of the KE extracted is converted into electric power P according to the following equation: 
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where Cp is the power coefficient. The rest of the extracted KE is converted into TKE as follows: 
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where CTKE is the TKE coefficient. It should be noted CP + CTKE = CT .
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Even though mathematically similar, the 3 parameterizations significantly differ in terms of power and 
thrust coefficients (Figure 1b) because they represent different turbines from different manufacturers. The 
first parameterization (DEF) is the default parameterization in WRF [11]. The second parameterization 
(AK) is implemented in WRF for this study. The coefficients in this parameterization are estimated using 
a 6th-order polynomial fit to the data presented by Adams and Keith [13]. The third is the Cervarich and 
Baidya Roy parameterization (CBR) developed for this study where the coefficients are obtained by a 
rational fraction approximation of the data in Baidya Roy [10] and Nivedh [14]. For uniformity, all wind 
turbines are assumed to have a 100 m hub-height, 100 m rotor diameter, 0.158 standing thrust coefficient, 
3 m/s cut-in speed and 25 m/s cut-out speed. If there is more than one turbine per grid cell then the 
changes in KE, power, and TKE are multiplied by the number of turbines in the cell and integrated over 
the cell. The turbine blades are assumed to be oriented perpendicular to the wind as this is how most large 
turbines operate. Sensitivity of the LST simulations to the parameterizations is tested by comparing with 
the CONTROL simulation where the wind turbine parameterization is switched off.  

Wind turbine locations are obtained from FAA Obstruction Evaluation/Airport Analysis dataset. The 
location of the finest domain is determined so turbines are located at least 25km from the domain edge to 
ensure that numerical boundary feedback issues do not create artificial signals. 

3. Results 

Figure 2 shows the simulated impact of wind farms on JJA average LST using the 3 different wind 
turbine parameterizations. In each case, the simulated LST in the CONTROL run is subtracted from the 
LST in the experimental runs. Daytime signals are the average of simulated LST at10:30 and 13:30 local 
time while LST at 1:30 and 22:30 local time are used for the nocturnal average. These times correspond 
roughly to observation times of MODIS Terra and Aqua satellites Figure 3 shows the MODIS JJA LST 

Figure 2: Simulated impacts of wind farms on LST ( T K) during the day (top) and night (bottom) with the (i) DEF, 
(ii) AK and (iii) CBR parameterizations in the finest grid. Black dots mark the locations of the wind turbines. 
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differences between 2010 and 2003. The 2003 data is analogous to the CONTROL case because very few 
wind turbines were operational then [3]. Hence, Figure 3 can be considered to be a qualitative 
representation of the impact of wind farms on LST.  

The observed and simulated signals show a remarkable similarity in terms of the spatial pattern of 
nocturnal warming within and downwind of wind farms at night but a mixed signal during the day. 
However, the temperature differences are much stronger in the observations than the simulations. It is 
important to note that figures 2 and 3 cannot be quantitatively compared for at least three reasons. First, 
the observed signal in Figure 3 is influenced by the difference in the large-scale meteorological conditions 
between 2003 and 2010 summers although a simple regional mean LST for each year is removed from 
MODIS LST at pixel level to reduce the impact of this interannual LST difference. In contrast, the 
numerical experiments in Figure 2 all use the same meteorological boundary conditions from summer 
2010. Second, the MODIS LSTs are retrieved from clear-sky conditions while the model simulations 
include all-sky conditions. Third, the simulated turbines are assumed to be identical and always working 
at full capacity. In reality, the makes and models of the turbines are different and they are often turned off 
to mitigate issues associated with turbine loading, maintenance or export to the grid.   

Stronger and more consistent warming signals are seen during the night because of the stronger and 
more consistent nocturnal winds shown in the wind roses (Figure 4). As discussed earlier, the nocturnal 
warming in LST is due to downward heat transport by wake turbulence. According to Equation 4, higher 
winds induce greater increases of TKE making the wakes more turbulent. Consequently, higher winds 
lead to stronger impacts on LST.  

The nocturnal impact of the AK parameterization is less than that of the DEF and CBR 
parameterizations. The AK parameterization yielded a mean 0.127 K warming while DEF and CBR 
yielded a mean increase of 0.161K and 0.160K, respectively. Spatially, the warming in the AK 
parameterization is limited to the immediate wind farm area. The DEF and CBR parameterizations cause 
warming in and downwind of the wind farms. The AK parameterization had a lesser TKE coefficient and 
greater power coefficient than the other two parameterizations in the 4-17 m/s hub-height wind speed 
range (winds were within this range over 80% of the time). Decreased mixing coupled with greater 
momentum removal in the AK parameterization limited turbulent through the boundary layer in addition 
to providing less wind resources for downwind turbines further limiting turbulence added to the boundary 
layer. The greater turbulence experienced in the DEF and CBR wind farms allowed for vertical mixing to 
occur in more strongly stable regimes which increased the magnitude of the vertical temperature 
advection.  

Figure 3: Observed impacts of wind farms on MODIS LST (K) during (a) day and (b) night. Black dots mark the 
locations of the wind turbines. 
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In contrast to night-time, during the daytime there is low spatial correlation between LST and wind 
turbines. The DEF and CBR simulations produce an increase of 0.159 K and 0.140 K, respectively while 
the AK simulation produce a decrease of 0.159 K. LST can be modified by three factors: land surface 
properties, incoming surface radiation, and boundary layer conditions near the surface; all of which 
should be explored in further studies. During both night and day, LST are affected away from the wind 
farms. It is expected that these changes are indirectly caused by changes in cloud cover, precipitation 
patterns, and net radiative forcing at the surface. A thorough analysis of these processes is the subject of 
an ongoing study. 
 
4. Summary and discussions 
 

In this study, the Weather Research and Forecasting Model is used to examine how change in wind 
turbine parameterization affect land surface temperatures. Three different schemes, DEF, AK and CBR, 
are used to test the sensitivity of the model to different wind turbine parameterizations. Simulations are 
conducted over cen
located. The results confirm the findings of Zhou et al. [3] that wind turbines in central Texas can affect 
local and regional LST. 

Night-time temperatures are seen to increase within and immediately downwind of the wind farms in 
all cases. In contrast, daytime LST signals are weak and do not show any clear correspondence between 
the LST patterns and turbine locations. This phenomenon is consistent with the hypothesis that turbulence 
in wind turbine wakes increase downward transport of heat in the nocturnal stable environment 
generating a strong warming signal in near-surface air temperatures and LST. Since the daytime 
neutrally-stratified ABL is well-mixed, additional wake turbulence does not significantly affect 
temperature and heat transport profiles. The AK simulation yield much weaker warming than the other 
two cases. The AK parameterization produces less turbulent kinetic energy within the range of wind 
speeds most common at hub height (4-17 ms-1). Less TKE causes less mixing which leads to less vertical 
advection through the stably stratified night-time boundary layer. 

Figure 4: Wind rose showing wind speed and direction averaged over the wind turbines during (a) day and (b) night 
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The simulated LST changes are much smaller than MODIS data in magnitude. One possible cause is 
that WRF may be underestimating surface air temperatures and/or NOAH could be underestimating LST. 
This can occur due to many reasons including a cool bias in NARR data. Errors in estimating the lapse 
rate due to the coarse vertical resolution of WRF can be a contributing factor. It is also likely that WRF is 
underestimating the hub-height wind speeds 
entire 1 sq. km grid cell. Most importantly, there could be deficiencies in the wind turbine 
parameterizations, especially in the characterization of the turbulence in turbine wakes. Further analysis is 
required to identify the cause of the differences in the observed and simulated signals.        

Ultimately, this study shows that wind farms alter their local microclimate. More and more wind farms 
are being constructed on agricultural land that is sensitive to changes in the microclimate. Accurate and 
realistic understanding of how wind farms and surrounding areas are altered is critical for determining the 
impact wind turbines have on the natural and human environment. This study will advance our ability to 
quantitatively estimate the impacts and thus play an important role in developing wind farm siting 
strategies. 
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