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ABSTRACT

Changes in column-integratedwater vapor (Q) in response to increasedCO2 and ocean heat uptake (OHU)

are investigated in slab-ocean aquaplanet simulations. The simulations span a wide range of warming and

moistening patterns due to the spatial structures of the imposed OHU. Fractional changes inQ per degree of

surface warming range from 0% to 20%K21 locally and from 3.6% to 11%K21 globally. A new diagnostic

technique decomposes these changes into relative humidity (RH), surface temperature, and lapse rate con-

tributions. Single-column calculations demonstrate substantial departures from apparent (surface tempera-

ture based) Clausius–Clapeyron (CC) scaling due to lapse rates changes; a moist-adiabatic column with fixed,

uniform RH exceeds the CC rate by 2.5%K21. The RH contribution is very small in most simulations. The

variousQ scalings are thus all consistent CC, but result from different patterns of polar amplification and lapse

rate change. Lapse rates are sensitive to location and magnitude of OHU, with implications for Q under

transient climate change. CO2 with subpolar (tropical) OHU results in higher (lower) Q scalings than CO2

alone. The weakestQ scaling (and largest RH effects) is found for increased poleward ocean heat transport,

which causes strongly polar-amplified warming and near-zero tropical temperature change. Despite weakRH

changes and fidelity to the CC relation,Q is expected to vary widely on different time scales in nature due to

sensitivity of lapse rates to OHU along with the nonlinearity of the diagnostics.

1. Introduction

Water vapor is a central player in the climate system.The

hydrological cycle is tightly coupled to atmospheric radia-

tion, energetics, and dynamics. A robust understanding of

the processes controlling atmospheric water vapor, there-

fore, must underlie any theory of climate.

This paper is concerned with understanding the con-

straints on the atmospheric water vapor budget under

various equilibrium and transient climate change scenar-

ios. We quantify the water vapor content using the depth-

integrated precipitable water Q (in kgm22), which is the

mass-weighted column integral of specific humidity q:

Q5

ðp0
0

q
dp

g
, (1)

where p0 is the surface pressure. We seek to compare

and contrast the effects on Q of radiative forcing from

greenhouse gases with changes in net sea surface heat

flux associated with ocean heat uptake and transport.

It is widely recognized that Q scales nonlinearly with

temperature under climate change. The primary reason

is the roughly exponential nature of the Clausius–

Clapeyron (CC) relation governing saturation vapor

pressure es:
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where L is the appropriate latent heat and Ry is the gas

constant for water vapor. Equation (2) states that frac-

tional changes in saturation vapor pressure occur at a

roughly constant rate, with a’ 7%K21 at typical lower-

tropospheric temperatures [though as we will detail

below, a(T) is a weakly decreasing function of temper-

ature]. The specific humidity is the mass ratio of water

vapor to total moist air (see appendix A). It follows that

q should change by approximately the same fractional
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rate a so long as fractional changes in relative humidity

are small.

What does this imply about changes in Q? Should we

expect that fractional changes (1/Q)(dQ/dTs) to be

closely determined by the CC rate a(Ts) at the surface

temperature Ts? Even in the simple limit of fixed rela-

tive humidity (RH), the answer depends on the spatial

distribution of both temperature and water vapor, and

on temperature lapse rate changes in each column (i.e.,

differences in warming rates aloft relative to the sur-

face). Careful quantification of these issues is a major

goal of this paper.

In a seminal study, Held and Soden (2006) plotted

fractional changes in global mean precipitable water Q

from transient coupled global warming simulations from

the CMIP3 archive, and found a robust scaling

(1/Q)(dQ/dTs)’ 7:5%K21 (overbars denote global av-

erages). This is often cited as evidence for CC scaling of

atmosphericwater vapor.However, there are a number of

subtleties to this argument (O’Gorman and Muller 2010).

Recent studies have examined a variety of different global

and local diagnostics for fractional changes in Q in simu-

lations of past and future climate change, and found a

diversity of different results. We will review these results

below. However, because some of this diversity is asso-

ciated with methodological differences in the spatial av-

eraging ofQ, it is helpful to begin with careful definitions

for each diagnostic and their mathematical relationships.

This will bring greater clarity to our review of previous

work, and introduce notation used throughout this paper.

a. Spatial averaging of column water vapor
diagnostics

Because both water vapor and temperature vary

spatially in the atmosphere, there is no unique way to

express the fractional rate of change in Q in a changing

climate. (All the following have units of %K21.) First, a

purely local diagnostic:

dQ
local

[
1

Q

dQ

dT
s

5
d

dT
s

log(Q) (3)

(i.e., the local fractional rate of change of Q per degree

local surface temperature change).

The same local rate can also be rescaled to the global

mean temperature change:

dQ
hybrid

[
1

Q

dQ

dT
s

. (4)

Finally, a purely global metric is the fractional change

in global mean Q per degree global mean temperature

change:

dQ
global

[
1

Q

dQ

dT
s

. (5)

It is important to recognize that these three diagnostics

all measure different things, and will not be equal given

any significant spatial structure to the warming pattern—

both vertically and horizontally (Boos 2012). For later

reference, we will write down mathematical relationships

between each diagnostic. Introducing the local tempera-

ture amplification factor

t5
dT

s

dT
s

. (6)

Then we can write

dQ
hybrid

5 tdQ
local

, (7)

which can be averaged globally to give a meaningful

measure (denoted here dQhybrid) of how the average local

column water vapor changes per degree global warming.

The global and local diagnostic are then related

through

dQ
global

5

�
Q

Q
tdQ

local

�
, (8)

that is, the global average is strongly weighted toward

the tropics where the ratio Q/Q is large.

b. Recent work on scaling of column water vapor

Held and Soden (2006) focused on dQglobal. It is not

entirely clear why this should be the quantity of primary

interest. It is not related in any simple way to either the

hydrological cycle or the water vapor feedback, both of

which might be argued to be have a closer connection to

dQlocal. However dQglobal is widely reported in the liter-

ature so it behooves us to understand the constraints on

this quantity and its connection to local measures under

different climate change scenarios. Note that Q is not

the only possible metric for atmospheric water vapor

and its scaling under climate change. Some authors have

instead (or in addition) used near-surface specific hu-

midity to measure agreement with the CC relation (e.g.,

O’Gorman and Muller 2010).

Lorenz and DeWeaver (2007) plotted a measure

equivalent to dQlocal at several extratropical latitudes in

an ensemble of CMIP3 global warming simulations,

which they compared to a(T) measured at the 850-hPa

air temperature. They found scalings about 1%K21

below the CC rate at 408N/S and about 1%K21 above

the CC rate at 558S. They tentatively ascribed these

differences to changes in relative humidity, but did not

analyze the effects of changing lapse rates.
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O’Gorman and Muller (2010) calculated the zonal

mean dQlocal as a function of latitude for an ensemble of

CMIP3 global warming simulations, and also compared

these values to dQhybrid. They tabulated global mean

values of dQglobal. They found that both dQlocal and

dQhybrid vary strongly with latitude, anywhere from 6%

to 12%K21. They also show the largest dQlocal (12%K21)

occurs over the Southern Ocean where transient heat

uptake is occurring and surface temperatures are de-

pressed in the coupled models. This suggests that the

vertical structure of the warming and the nonlocal ef-

fects of mixing by the atmosphere must be taken into

account in order to understand the actual scaling of

water vapor under the influence of ocean heat uptake

(OHU). It also suggests that methodological care is re-

quired when comparing water vapor scalings between

models and scenarios.

O’Gorman and Muller (2010) also calculated a CC

scaling using simulated temperature changes and as-

suming fixed RH. The difference between these and the

actual dQlocal values is attributed to changes in RH un-

der global warming. They found slight RH decreases in

subtropics and midlatitudes, and slight increases in the

deep tropics, giving deviations of order 1%K21 between

the actual dQ and the CC rate. They are careful to point

out that the vertical structure of temperature change

(along with the temperature dependence of the CC rate)

are important factors in deviations of dQlocal from the

canonical 7.5%K21. However, they do not attempt to

separate the effect of changes in lapse rate.

Boos (2012) used simulations from the Paleoclimate

Modelling Intercomparison Project phase 2 (PMIP2)

archive to study changes in the hydrological cycle as-

sociated with the warming from the Last Glacial

Maximum (LGM) to preindustrial conditions. He

found dQglobal ’ 5%K21, apparently substantially

smaller than the expected CC rate. On the other hand,

the global mean of the local fractional changes

(dQhybrid in our notation) were larger, ranging between

6.5% and 8.0%K21. Boos (2012) attributes this dif-

ference to the strong polar amplification of the LGM

to modern warming. Relative to future global warming

scenarios, a greater fraction of the global mean

warming occurs near the poles where precipitable

water content is relatively small (in our notation, t is

smaller near the equator where Q/Q is large). Thus,

dQglobal is suppressed despite local scaling of water

vapor consistent the CC relation. Changes in RH were

found to play a secondary role, but a relative moist-

ening of the tropical lower troposphere from LGM to

preindustrial contributed to an order 1%K21 increase

in dQlocal beyond the expected value for fixed RH

across the tropics.

Following this same line of reasoning, Back et al.

(2013) compared dQglobal in ‘‘rapid’’ versus ‘‘slow’’

global warming phases in a long historical run of a

coupled GCM. Rapid here means transient changes in

which significant OHU is still taking place. They found

substantially weaker than expected changes for slow

(i.e., equilibrium) warming, about 4.2%K21. The au-

thors suggest that dQglobal is quite sensitive to the spatial

structure of the surface warming (i.e., to the factor t in

our notation). The term t itself is known to depend

strongly on the nature and spatial structure of the cli-

mate forcing, and in particular, is sensitive to the spatial

structure of OHU for transient climate change (e.g.,

Rose et al. 2014).

Taken together, these previous results all suggest that

dQglobal can span a large range of values for a multitude

of reasons, and is not a particularly useful measure of

actual deviations from CC scaling of column water va-

por. Furthermore, while the vertical structure of the

temperature change has been acknowledged as a po-

tentially important factor determining changes in Q by

several authors (O’Gorman andMuller 2010; Boos 2012;

Back et al. 2013), this has not been carefully quantified.

In this study we are particularly interested in the effects

of OHU during transient climate change on the vertical

structure of temperature and water vapor changes.

c. Goals of this study

The goals of the present work are twofold. First, we

seek to understand clearly the implications of the CC

relation and RH changes for the scaling of Q in envi-

ronments where temperature lapse rates may be

changing. Second, we study the effects of OHU on the

scaling of Q from both a local and global perspective.

Following Rose et al. (2014) we compare pure (equi-

librium) CO2-driven warming with scenarios driven by

prescribedOHU in a slab oceanGCM, sampling a range

of different climate responses mimicking various equi-

librium and transient climate change scenarios. We use

an idealized aquaplanet model setup, enabling a thor-

ough and unambiguous decomposition of the changes in

Q to surface temperature, lapse rate, and RH changes.

We will show that the model produces a wide range of

different Q scalings under different forcing scenarios,

and furthermore that these arise almost entirely from

differences in polar amplification and lapse rate re-

sponses, as opposed to significant deviations from fixed

relative humidity. In this paper we adopt a local column

perspective on Q, taking the patterns of temperature

change in response to each forcing as ‘‘given’’ by the

numerical model. Since midlatitude eddies play a key

role in setting extratropical lapse rates (e.g., Stone 1978)

and these effects are sensitive to the moisture content of
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the eddies (e.g., Frierson 2008), causal mechanisms

linking a particular climate forcing to a particular

change in Q are complex. We do attempt to present

such a comprehensive theory here.

The rest of this paper is laid out as follows. In section 2

we take a brief look at the observed vertical distribution

of specific humidity, and present some illustrative the-

oretical calculations of dQlocal under simple assumptions

about the lapse rate. We then develop the decomposi-

tion of dQlocal into surface temperature, lapse rate, and

RH contributions, which is used as a diagnostic frame-

work for our GCM simulations. Section 3 introduces the

GCM simulations and the idealized forcings, and the

effects of different forcing on the spatial structure of

temperature change. We then present an analysis of

dQlocal associated with each forcing pattern, including its

detailed vertical structure, and how these project on

global diagnostics dQhybrid and dQglobal. We present a

discussion and our conclusions in section 4.

2. Observational and theoretical considerations

a. Observed vertical distribution of tropospheric
water vapor

To further motivate our interest in the vertical structure

of water vapor changes, we take a brief look at observa-

tions. The question at hand is, what proportion of the

observed column water vapor is actually in the free tro-

posphere above the planetary boundary layer? This is

plotted by latitude and season in Fig. 1. The data source is

the long-term climatology of the NCEP–DOE Reanalysis

2 (Kanamitsu et al. 2002). Climatological specific hu-

midity was computed from air temperature and relative

humidity data, and then vertically integrated to obtain the

fraction of the total Q occurring above 800hPa. This di-

agnostic was then averaged zonally and by season.

Figure 1 shows that about 40% of the total water vapor

is above 800hPa. This fraction is a bit smaller in the sub-

tropical dry regions, and larger in the high latitudes

where a temperature inversion is frequently observed.

Given that a nontrivial amount of water vapor is above the

planetary boundary layer, it follows that water vapor may

be sensitive to the vertical structure of climate change.

b. Effects of lapse rate changes in idealized
single-column calculations

Here we present some simple single-column calcula-

tions of dQlocal that reveal the potential importance of

lapse rate changes on the water vapor budget. For these

calculations we assume that RH is fixed and vertically

uniform in the column (ignoring the vertical structure of

RH is not very realistic but greatly simplifies these ide-

alized calculations). For such a column we can then

replace q by its saturation value qsat at every level when

calculating fractional changes. We calculate dQlocal as a

function of surface temperature for a small differential

warming, under three different assumptions about the

lapse rate G52dT/dz:

1) Temperature decreases uniformly with height,

G5 constant5 6:5Kkm21, with the same warming

rate at every level.

2) G is vertically uniform (6.5Kkm21) but decreases

with warming at a fractional rate21.5%K21 (warm-

ing rate is greater aloft than at the surface).

3) G is moist adiabatic everywhere (thus warming also

increases upward).

The results are plotted in Fig. 2 and compared against

the CC rate a(Ts). We calculate Q numerically, ap-

proximating the differential as a finite difference over a

small temperature increase. We use formulas from

Bolton (1980) for es and from Pierrehumbert (2010) for

the temperature dependence of the latent heat of va-

porization and the slope of the moist pseudoadiabat.

First, Fig. 2 shows that a varies between about 6%K21

at tropical temperatures to about 10%K21 at cold polar

temperatures. For a fixed, uniform lapse rate and RH,

dQlocal is about 0.5%K21 larger than a due to the pres-

ence of significant water vapor at colder temperatures

above the surface. A decrease in the lapse rate with

warming implies an increase in dQlocal by about the same

amount as the fractional change in G (here 1.5%K21),

and thus a rate substantially larger than a. It is thus

possible for dQlocal to exceed a(Ts) wherever there are

large fractional changes in the lapse rate. We will refer to

these changes as apparent super-CC rates. They are of

course all exactly consistent with the CC relation because

we have computed them by assuming fixed relative hu-

midity. Interestingly, the apparent super-CC scaling of

dQlocal is even larger for a moist-adiabatic column (at

least for surface temperatures above the freezing point);

dQlocal exceeds a by a temperature-dependent amount

FIG. 1. Fraction of observed total column water vapor above

800 hPa, from long-termmeandata in theNCEP–DOEReanalysis 2.
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that peaks at a surface temperature of 23.48C, and is very

close to 2.5%K21 over the whole range of relevant

tropical temperatures.

c. Quantifying contributions of relative humidity and
lapse rate changes to column water vapor

Since the water vapor content of tropospheric air is

typically well below saturation, we will defineCC scaling

of Q in terms of changes (or lack thereof) in relative

humidity, denoted as r. We can write

q(p)5 r(p)q
sat
(T, p), (9)

where qsat is the saturation specific humidity at the am-

bient temperature and pressure [obtained by setting

e5 es(T) in (A1)].1

It follows that, for small differential temperature

changes at any point, we can write

1

q

dq

dT
5

1

q
sat

dq
sat

dT
1
1

r

dr

dT
, (10)

which expresses fractional changes in q in terms of two

additive contributions: the rate of change of saturation

specific humidity at the ambient conditions (dictated by

CC), and the fractional change in relative humidity.

Expressing in terms of differential changes in surface

temperature we can write

1

q

dq

dT
s

5
1

q
sat

dq
sat

dT

dT

dT
s

1
1

r

dr

dT
s

. (11)

Taking the vertical integral, it then follows that the frac-

tional change in columnwater vapor can be decomposed as

dQ
local

5

�
a
dT

dT
s

�
1

�
1

r

dr

dT
s

�
, (12)

where for shorthand we write (1/qsat)(dqsat/dT)5a

(though in detail this term actually differs from the CC

rate for saturation vapor pressure by a small pressure-

dependent correction), and the angle braces denote a

humidity-weighted vertical average:

hA(p)i[

ðp0
0

A(p)q(p) dp
ðp0
0

q(p) dp

(13)

for any quantity A(p).

The fractional rate of change in Q can thus be un-

ambiguously decomposed into separate temperature

and relative humidity effects. The relative humidity

contribution is proportional to its fractional change,

weighted by the reference state specific humidity.

As is traditional in climate feedback analysis, we now

separate temperature changes into two contributions:

a vertically uniform component equal to the surface

temperature change, and a vertically varying residual

associated with changes in the lapse rate.

In the absence of lapse rate changes dT/dTs 5 1 ev-

erywhere, and the CC contribution to fractional changes

in Q would be simply ha(T)i [where T5T(p) is the

vertically varying temperature of the control climate].

We can then define the contribution to changes in Q

associated with lapse rate changes as a residual

ha(T)(dT/dTs)i2 ha(T)i.
We thus arrive at a three-term decomposition:

dQ
local

5 dQ
Ts
1 dQ

lapse
1 dQ

RH
(14)

with the terms defined as

dQ
Ts
5 ha(T)i , (15a)

dQ
lapse

5

�
a(T)

dT

dT
s

�
2 ha(T)i , (15b)

dQ
RH

5

�
1

r

dr

dT
s

�
. (15c)

FIG. 2. Fractional rates of change of precipitable water,

(1/Q)(dQ/dTs) as a function of surface temperature Ts computed

for columns with fixed relative humidity, under three different

assumptions about the lapse rate G. (blue) G is constant and held

fixed at 6.5 K km21 (columnwarms uniformly). (green) G decreases

at a fractional rate of 1.5%K21. (red) Moist-adiabatic column2 G
is the pseudoadabatic lapse rate. (black) The Clausius–Clapeyron

rate a(Ts).

1 The RH diagnostic reported by the CAM model used in this

study is defined in terms of specific humidity, so (9) is exact. If RH

is alternately defined in terms of either vapor pressure or mixing

ratio, there will be a small correction to these formulas depending

on the temperature profile of the control climate. The corrections

are negligible in the dilute limit e/p � 1, which characterizes

Earth’s climate.
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Wewill use this decomposition to analyze the changes

in Q simulated in a suite of GCM experiments.

d. The importance of fractional changes in lapse rate

The idealized numerical calculations in Fig. 2 shows

that an imposed fractional change in lapse rate,

(1/G)(dG/dTs)521:5%K21 increases dQlocal by about

the same amount. This result can be demonstrated an-

alytically to a good approximation. Details are given in

appendix A. For a column with a vertically uniform

lapse rate and relative humidity, there is a closed form

for the vertical integral of specific humidity in (A10) that

shows that the dependence ofQ on the lapse rate is G21.

It follows that fractional changes in Q can be written

approximately as

dQ
local

’
L

R
y
T2
s

2
1

G

dG

dT
s

1
1

r

dr

dT
s

. (16)

In this approximation, the uniform temperature and lapse

rate contributions to changes in Q are the following:

dQ
Ts
’a(T

s
) (17a)

dQ
lapse

’2
1

G

dG

dT
s

. (17b)

3. Water vapor changes in idealized GCM
simulations

a. Model description and control simulation

In this section we analyze the changes in column water

vapor simulated in an aquaplanet GCM subjected to a

variety of idealized forcings. The model is NCAR’s

CAM4 (Neale et al. 2013) (the atmospheric component

of the coupled CCSM4) coupled to an idealized slab

ocean aquaplanet surface with prognostic sea surface

temperature (SST). The model uses a finite-volume dy-

namical core at 2.08 3 2.58 horizontal resolution and 26

vertical levels. The model setup is identical to that de-

scribed by Rose et al. (2014), and follows closely earlier

proposed benchmarks for aquaplanet simulations (Lee

et al. 2008; Neale and Hoskins 2000). Perpetual equinox

insolation (zero obliquity) is prescribed with solar con-

stant 1365Wm22. Mixed layer depth is 10m. Sea surface

albedo is fixed at 0.1. Reference greenhouse gas in-

ventories are 348 ppmv CO2, 1650ppbv CH4, and 306

ppbv N2O (all other greenhouse gases set to zero). Ozone

has a prescribed steady, symmetric distribution (Blackburn

and Hoskins 2013). Sea ice is omitted but SST below

freezing is permitted (no surface albedo feedback). Each

simulation is integrated at least 30 years, and climatologies

are computed over the last 20 years.

Time-invariant prescribed sources and sinks of energy

in the oceanmixed layer temperature equation (so-called

q fluxes) are used to represent ocean heat uptake (OHU)

and transport (OHT). Our control simulation sets the

q flux to zero everywhere, implying a climate with zero

OHT. We compare this control climate to perturbation

climates with increased CO2 and as well as imposed

q fluxes that represent idealizedOHUandOHTpatterns,

which we describe in detail below. Following Rose et al.

(2014) we compare the responses to OHU patterns lo-

calized in the high latitudes versus the tropics, both alone

and in combination with increased CO2. We also analyze

the climatic perturbation associated with an idealized

increase in OHT (Rose and Ferreira 2013).

Figure 3 shows several relevant aspects of the control

climate (all results are shown as zonal and time aver-

ages over the period of quasi-equilibrium). The surface

temperature varies smoothly between 305K at the

equator and about 233K at the poles and is symmetric

about the equator. The global mean value is Ts 5 288:6K.

The global mean precipitable water is Q5 32:1 kgm22;

the normalized distribution Q/Q ranges from 2.65 at the

equator to 0.07 at the poles (Fig. 3b).

From (15a), the expected local scaling of column water

vapor in the absence of changes in RH and lapse rate is

dQTs
5 ha(T)i, which is a property of the reference cli-

mate only and independent of the mechanism forcing a

particular climate change. This is plotted in Fig. 3c for our

control simulation. We computed the humidity-weighted

vertical integral of a5 (1/qsat)(dqsat/dT) numerically

from zonally averaged temperature data at each latitude.

Saturation specific humidity and its derivative were

computed with the same numerical routines used in the

CAM4 GCM code, which includes a linear interpolation

between saturation with respect to water at 08C and sat-

uration with respect to ice at 2208C (appendix B gives

some further details along with a brief sensitivity study

with different implementations of the CC relation). The

term ha(T)i exceeds a(Ts) by at least 0.5%K21 at all

latitudes due to the presence of significant water vapor

aloft at colder temperatures above the surface. There is a

localmaximum in the difference at the equator associated

with the higher RH aloft within the ITCZ region relative

to the dry subtropics. The term ha(T)i reaches values

greater than 10%K21 at high latitudes.

b. Idealized forcings

We subject our GCM to four different climate forc-

ings, plotted in Fig. 4a. The first is a doubling of atmo-

spheric CO2 from 348 to 696 ppmv. The radiative forcing

due to CO2 doubling is 3.8Wm22 globally; its spatial

structure is shown by the black curve in Fig. 4a. This was

estimated by the regression method (Crook et al. 2011;
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Gregory et al. 2004) in a slowly warming transient

simulation with a 200-m ocean mixed layer, as described

by Rose et al. (2014). The curve is not smooth due to the

noisiness inherent in the regression method. It is shown

here for comparison with the other forcings, but is not

used in any of the diagnostics to follow.

The other three forcings are time-invariant heat

sources/sinks applied to the ocean mixed layer. Fol-

lowing Rose et al. (2014), we study the effects of OHU

during transient climate change as a quasi-equilibrium

problem (taking advantage of the separation of time

scales between the atmosphere/surface ocean and deep

ocean mixing processes), by specifying steady heat sinks

in the shallow ocean mixed layer and simulating the

equilibrium climate response to that heat sink. We de-

fine two different spatial patterns of OHU, one localized

to the subpolar latitudes (denoted qH) and another lo-

calized to the tropics (qT).
2 These are also plotted (in

Wm22) in Fig. 4a, where a negative value indicates a

heat sink at that latitude. Both patterns are symmetric

about the equator; formulas are given in Rose et al.

(2014). These heat sinks are applied both in combination

with 2 3 CO2 (to mimic transient global warming), and

in isolation. See Rose et al. (2014) for further motivation

and description of these experiments. Global mean heat

sinks are qT 5 2Wm22 and qH 5 0:7Wm22. In contrast

with Rose et al. (2014) we reduced the amplitude of qH

in order to ensure that the simulated surface tempera-

ture response in the combined forcing experiment 2 3
CO2 1 qH is greater than zero at all latitudes.

Finally we analyze the climate change associated

with a 1-PW increase in OHT. This is imposed as a

specified ocean heat sink across the tropics and a heat

source in the mid- to high latitudes, peaking at 508N/S

(cyan curve in Fig. 4a). The implied northwardOHT is a

smoothly varying function of latitude antisymmetric

about the equator (no cross-equatorial heat transport),

using the formula from Rose and Ferreira (2013): OHT }
sinf cos2Nf with meridional-scale parameter N5 2 and

f is latitude in radians. The global mean heat source/sink

in this case is zero; the forcing just imposes a meridional

redistribution of energy in the slab ocean.

FIG. 3. Climatology of the perpetual equinox aquaplanet control

simulation. (a) Zonal, time mean surface temperature Ts in K.

(b) Columnwater vapor normalized by the global mean,Q/Q. (c) The

uniform temperature contribution to local column water vapor

changes, ha(T)i (solid line) compared to the Clausius–Clapeyron rate

a(Ts) computed at the local surface temperature (in % K21).

FIG. 4. Forcings and equilibrium temperature responses in the

aquaplanet GCM simulations. (a) TOA radiative forcing (for 2 3
CO2) and imposed q fluxes (for OHT, qH and qT). The CO2 radi-

ative forcing was estimated by the regression method from a tran-

sient simulation as described by Rose et al. (2014). (b) Equilibrium

surface temperature anomalies from control climate. (c) The nor-

malized local temperature amplification factor t.

2We use this notation for consistency with Rose et al. (2014).

Here qH , qT refer to energy fluxes imposed on the slab ocean, and

should not be confused with specific humidity.
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c. Temperature and circulation responses

Figure 4b shows the equilibrium surface temperature

change (anomaly from the control climate) associated

with each forcing. Figure 4c shows these same temper-

ature changes normalized by their respective globalmean

values to give the temperature amplification factor t.

The vertical structure of the warming/cooling patterns

are contoured in Fig. 5, along with changes in the

overturning circulation.

Doubling CO2 in our ice-free aquaplanet produces

1.7-K global mean surface warming, with a modestly

polar-amplified pattern (Figs. 4b,c), and the expected

warming maximum in the tropical upper troposphere

(Fig. 5). The circulation changes indicate a weakening

and widening of the Hadley cells (Fig. 5). Comparing

this pure 2 3 CO2 response to the combined CO2 plus

OHU experiments gives idealized analogies to equilib-

rium versus transient global warming, which have been

shown to produce different water vapor scalings (Back

et al. 2013). Considering the 2 3 CO2 1 qH case, high-

latitude OHU suppresses the greenhouse warming at all

latitudes, but the effect is strongest near the poles under

the direct effect of the local heat sink. The resulting

surface warming pattern is roughly uniform (about

1.2K) equatorward of 508 but near zero at high latitudes,
in analogy with the delayed warming of the Southern

Ocean in transient coupled GCM simulations. Signifi-

cantly for this discussion, Fig. 5 also shows that this

‘‘transient’’ case has a stronger vertical gradient in the

warming of the lower troposphere (less warming below

800hPa) compared with the ‘‘equilibrium’’ 2 3 CO2

case. The effect of qH in isolation is a strongly polar-

amplified and surface-trapped cooling pattern. The

temperature and circulation anomalies associated with

2 3 CO2 and OHU are very nearly additive (Rose

et al. 2014).

As discussed extensively by Rose et al. (2014), the

efficacy (Winton et al. 2010) of tropical OHU is much

weaker than high-latitude OHU. Though the amplitude

of the forcing for qT is 3 times larger than qH , the surface

temperature response is actually weaker in the global

mean (0.4K cooling for qT vs 0.5K for qH). Tropical

heat uptake produces amodest surface cooling at almost

all latitudes,3 with maximum cooling at the equator.

However, Fig. 5 shows that the cooling pattern for qT is

amplified aloft; the upper troposphere cools sub-

stantially across the tropics and subtropics. The com-

bined forcing case 2 3 CO2 1 qT (which we speculate

might be analogous to greenhouse warming under sus-

tained La Niña or hiatus conditions) in fact produces the

most spatially uniform warming pattern (in latitude and

pressure) of our whole ensemble.

A 1-PW increase in OHT produces a global warming

of 2.1K in our aquaplanet. This is a new result not yet

reported elsewhere, though it is qualitatively consistent

with Rose and Ferreira (2013) who used a substantially

less sophisticated atmospheric GCM, and with other

recent work on the climatic impact of OHT (Herweijer

et al. 2005; Barreiro et al. 2011; Koll andAbbot 2013). It

is remarkable that a globally conservative re-

distribution of energy in the ocean mixed layer yields a

global warming, and suggests significant spatial het-

erogeneity of climate feedback processes (even in the

absence of surface snow and ice at high latitudes, which

are not represented in our model). The warming has a

unique spatial pattern; it is near zero in the deep tropics

(both at the surface and throughout the column), and

greater than 3K across the mid- to high latitudes. This

warming is largest at the surface in the regions of direct

heating, but extends deeply through the midlatitude tro-

posphere. It is accompanied by the most pronounced

circulation changes in our ensemble, including substantial

weakening of both the tropical Hadley cells and mid-

latitude Ferrel cells. A detailed study of the atmospheric

circulation response to changes in OHT is in preparation

by the authors and will be presented elsewhere.

Collectively our ensemble of six perturbation experi-

ments span a wide range of different spatial patterns of

temperature change, ranging from strongly polar am-

plified to equatorially amplified, with a diversity of dif-

ferent vertical structures. Our central question is, how

do these different warming patterns translate into dif-

ferent changes in column water vapor, and what role do

non-CC processes (i.e., changes in relative humidity)

play in these changes?

d. Changes in column water vapor

Figure 6 shows the local fractional changes in pre-

cipitable water associated with each forcing. dQlocal

is plotted as a function of latitude (white solid lines) and

compared to dQTs
5 ha(T)i (white dashed lines, identical

to Fig. 3c). These plots are superimposed on contour plots

showing cross sections of the local contributions to the

vertical integrals. The contoured quantity is proportional

to dq/dTs/Q. Wemultiply by a constant factorM3 100%

where M5
Ð p0
0
dp/g’ 104 kgm22 is the column mass, so

the field actually has units of %K21 (104kgm22)21. This

3 The exception is a small warming at the North Pole for qT . This

asymmetry is most likely associated with locally enhanced vari-

ability of the polar climate and would not be found in a longer time

average or an ensemble mean of several simulations; however we

note thatDTs crosses zero at about 688N in qT , which will introduce

some numerical noise into our water vapor diagnostics to be pre-

sented in the next section.
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ensures that a vertically uniform field would have the

same numerical value at every level as the mass-weighted

column integral dQlocal (in % K21). The contours thus

indicate where in the column the dominant water va-

por changes are occurring. Differential rates of

change are estimated from the simulated finite-

amplitude changes through the following formula:

dq

dT
s

’
q

DT
s

log

�
11

Dq

q

�
, (18)

where q is the control specific humidity, and Dq, DTs are

the simulated changes. This correction is appropriate for

hydrological quantities that increase roughly exponen-

tially with temperature (O’Gorman and Muller 2010).

Global averages are summarized in Table 1 for the local

diagnostic dQhybrid and Table 2 for the global diagnostic

dQglobal (the tables also include decompositions of theQ

changes into temperature and RH changes that will be

discussed below).

We first note some points of agreement and disagree-

ment with previous results. We find dQglobal 5 7:4%K21

for 2 3 CO2 (Table 2), which appears to agree very

closely with Held and Soden (2006). However, those

results were for transient global warming simulations,

for which our 2 3 CO2 1 qH case (high-latitude OHU)

is the best analog. We find substantially larger dQglobal 5
9:2%K21 in this case. This is consistent with the main

finding of Back et al. (2013) in which dQglobal tends to

be greater for transient than for equilibrium warming.

Our values are greater overall (Back et al. found only

4.2%K21 for equilibrium warming). We suppose that

the absence of relatively dry land surfaces in our aqua-

planet simulations leads to overall larger changes in

column water vapor than expected for Earth.

Comparing 2 3 CO2 with 2 3 CO2 1 qH in Fig. 6, we

find that dQlocal differs primarily over the subpolar heat

uptake regions, where dQlocal reaches values as high as

20%K21 (far exceeding the local CC rate for vertically

uniform warming). This is consistent with O’Gorman

FIG. 5. Vertical structure of temperature and circulation changes at equilibrium in the aquaplanet GCM simulations. Air temperature

changes are shown in colors with 1-K contour intervals. Overturning circulation changes are shown as contours of anomalous mean

meridional mass transport (black, contour interval is 43 109 kg s21).
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and Muller (2010) who also found elevated values of

dQlocal over the Southern Ocean in transient coupled

simulations. Figure 6 shows that this is associated with

specific humidity changes extending deeply over the

entire lower troposphere. A novel feature of our anal-

ysis is the explicit decomposition of this difference into

lapse rate and RH changes, to follow in the next section.

The results discussed in the previous two paragraphs are

specific to high-latitude OHU. We find that transient

warming in the presence of tropical OHU exhibits rather

different scalings for column water vapor. Figure 6 shows

that dQlocal is in fact nearly identical for 23 CO2 and 23
CO2 1 qT . On the other hand, the small decrease in the

proportion of global mean temperature change occurring

in the tropics for 23CO21 qT (i.e., the quantity t plotted

in Fig. 4c) leads to substantially smaller global mean

scalings in this case (Tables 1 and 2).

It is interesting to note that the fractional changes in

precipitable water under combined radiative plus

OHU forcing, unlike the temperature changes them-

selves, are not at all additive. Figure 6 shows that dQlocal

is suppressed far below the local CC rate throughout

the mid- to high latitudes in the qH-only case, while for

the qT -only case this diagnostic is larger at most lati-

tudes, with peaks of 13%–14%K21 near 308N/S where

the surface temperature response is weakest (Figs. 4b,c).

The strongly polar (equatorially) amplified temperature

change for qH (qT) produces smaller (larger) globalmean

scalings for Q than any of the CO2-driven cases. These

differences are found in the global mean of the local

changes (Table 1) but are even more evident in dQglobal

(Table 2), with dQglobal 5 4:4%K21 for qH and 11.0%K21

for qT .

Water vapor changes associated with increased OHT

are also quite distinct from all our other cases. Figure 6

shows that dQlocal is actually zero at the equator, with

negative specific humidity anomalies throughout a deep

layer in the convective deep tropics. The term dQlocal is

FIG. 6. Differential fractional changes in column water vapor. The white solid lines are the local fractional change dQlocal; dashed lines

are the uniformwarming contributions ha(T)i computed from the control climate as shown in Fig. 3. Units are%K21, with the axis on the

right-hand side of each panel. Also shown in color contours: vertical cross sections of dq/(QTs)
21, which integrate vertically to give dQlocal.

The contours thus show contributions from different vertical levels to the fractional changes in Q. Units are % K21 (104 kgm22)21 (a

vertically uniform field would thus have the same numerical value as the column integral). All quantities are expressed as differential rates

using (18) [correcting for finite-amplitude temperature changes, following O’Gorman and Muller (2010)].
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also suppressed well below the local CC rate through the

mid- to high latitudes. Together these effects add up to

the weakest overall global scalings of our entire en-

semble: dQglobal is only 3.6%K21 in this case (Table 2). It

is evident that climate changes driven by surface heat

fluxes are not equivalent to those driven by CO2 in terms

of the spatial structure of temperature and water vapor

changes.

e. Real versus apparent non-Clausius–Clapeyron
water vapor changes

Here we use the decomposition in (14) to quantify the

relative importance of actual non-CC scaling (dQRH)

versus apparent non-CC scaling associated with lapse rate

changes (dQlapse) and vertically uniform warming (dQTs
)

in our GCM ensemble. In Fig. 7 dQRH is plotted versus

latitude for each experiment (black solid lines in lower

panels). As in Fig. 6 we also contour the vertical structure

of contributions to the humidity-weighted vertical in-

tegral (black contours in upper panels). We compute the

local differential change of RH as Dlog(r)/DTs at each

grid point (using the time- and zonal-mean RH fields

generated by the GCM), eliminating the need to correct

for finite-amplitude temperature changes (Boos 2012).

On the same graphs we also plot dQlapse (green solid lines)

and its vertical structure (color contours; the same con-

tour intervals as for dQRH contributions). The global

mean values for each term in the decomposition are also

listed in Tables 1 and 2.

First, a brief comment about the hemispheric asym-

metries in Figs. 6 and 7. Because the model setup and

forcings are symmetric about the equator, any asym-

metries are due to internal model variability. Despite

the relatively long simulation time (diagnostics are

computed from 20-yr averages after model spinup),

some asymmetries remain, which are amplified in the

noisier diagnostics in Figs. 6 and 7. We interpret these

asymmetries as rough measures of the uncertainty in

these diagnostics.

Our analysis shows that RH changes play a veryminor

role in total columnwater vapor changes inmost, but not

all, cases, with dQRH typically smaller than 0.5%K21 in

absolute value at all latitudes, and with the global means

substantially smaller than that. The implication is that

the large range of different local and global scalings ofQ

found in our ensemble are, for the most part, all con-

sistent with the CC relation, which projects differently

onto the very different spatial structures of temperature

change under the different forcing scenarios.

There are two interesting exceptions to the above

generalization: the tropical heat uptake case qT and the

increased OHT case both exhibit important RH

changes. It is perhaps not a coincidence that both cases

also involve substantial net heat fluxes through the

tropical sea surface—although we do not pursue a dy-

namical explanation for this result here. The term dQRH

is negative across the subtropics in qT , indicating in-

creased RH associated with the cooling and net flux of

heat into the tropical ocean. These RH anomalies

(weighted by the background specific humidity) have

deep structures centered around 600 hPa and extending

throughout the subtropical troposphere. The RH

TABLE 1. Global mean values of the local fractional change in precipitable water dQhybrid for our six different types of climate forcing,

and its decomposition into contributions due to surface warming, lapse rate changes, and relative humidity changes. The residual is the

difference between the total change in Q and the sum of the three partial contributions. (All values in % K21, expressed as differential

rates.)

2 3 CO2 2 3 CO2 1 qH 2 3 CO2 1 qT qH only qT only OHT (N5 2)

Total 8.2 9.3 7.6 6.5 9.5 6.5

Uniform 7.7 7.3 7.7 8.3 7.2 8.1

Lapse rate 0.9 2.2 0.2 21.5 3.1 21.7

Relative humidity 20.1 20.2 20.2 0.0 20.7 0.3

Residual 20.2 0.0 20.2 20.4 20.0 20.2

TABLE 2. As in Table 1, but for the global fractional change in precipitable water dQglobal. (All values in % K21, expressed as differential

rates.)

2 3 CO2 2 3 CO2 1 qH 2 3 CO2 1 qT qH only qT only OHT (N5 2)

Total 7.4 9.2 6.2 4.4 11.0 3.6

Uniform 6.1 7.2 5.6 4.4 8.4 4.2

Lapse rate 1.4 2.1 0.8 0.1 3.6 21.0

Relative humidity 0.0 20.0 20.1 0.1 20.8 0.4

Residual 20.1 20.1 20.1 20.1 20.2 20.0
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contribution to dQglobal is 20.8%K21 for qT (Table 2),

the largest magnitude in our ensemble.

Enhanced OHT is associated with a distinctive tri-

pole pattern straddling the equator, consistent with

the substantial slowdown of the Hadley circulation

shown in Fig. 5. There is deep and broad relative

moistening across the subtropics centered at 158N/S,

and relative drying of the entire equatorial tropo-

sphere, as well as throughout the tropical boundary

layer below 850 hPa. This pattern is associated with

local extremes in dQRH as large as 64%K21, but

which are damped out to only10.4%K21 in the global

mean (Table 2).

As noted previously, dQTs
depends only on the refer-

ence climate and so is identical in all experiments, rang-

ing from 6.5%K21 in the deep tropics to about 10%K21

near the poles (dashed white lines in Fig. 6). Because of

the different surface warming patterns, however, this

FIG. 7. Contributions of lapse rate and relative humidity to fractional rate of rate of column water vapor. Line plots show column

integrals dQlapse and dQRH in %K21. Contours show local contributions to the humidity-weighted vertical integral in %K21

(104 kgm22)21 (same units as in Fig. 6) with a contour interval of 4. Colors show lapse rate contribution; black contours show relative

humidity contribution. Negative RH contours are dashed. The green line plots are thus the column integral of the color contours; black

line plots are column integrals of the black contours.
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term projects differently onto the global mean di-

agnostics in each case. The uniformwarming contribution

to dQglobal (i.e., the scaling of column water vapor ex-

pected on the basis of the reference climate and the sur-

face temperature anomalies only) ranges from 4.2%K21

(OHT) to 8.4%K21 (qT). These results are qualitatively

consistent with the arguments put forward by Back et al.

(2013): the weakest (strongest) scaling occurs for cli-

mate changes with the greatest (least) polar amplifi-

cation. However, the uniform term systematically

underestimates the differences in dQglobal across our

ensemble. Those cases with the weakest (largest)

uniform term also have the smallest (largest) lapse rate

term (Table 2).

To illustrate this point in more detail we again draw

attention to the comparison between the ‘‘equilibrium’’

2 3 CO2 and the ‘‘transient’’ 2 3 CO2 1 qH cases. The

actual difference in dQglobal is 1.8%K21 as discussed

above. Surface temperature changes alone only account

for 1.1%K21 of the difference. The remaining 0.7%K21

comes from differences in dQlapse. Figure 7 shows that

dQlapse is locally very large (near 10%K21) in the sub-

polar heat uptake regions in 2 3 CO2 1 qH . This is

primarily due to the strong local suppression of surface

warming in the heat uptake regions, while both the

temperature and moisture fields tend to be smoothed

out aloft by atmospheric transport. However, we also

note that the surface warming is suppressed at all lati-

tudes in the ‘‘transient’’ case, not just in the subpolar

heat uptake regions (Figs. 4b and 5), indicating a global

dynamical response to the localized heat uptake. Con-

sequently, dQlapse is positive everywhere equatorward of

the heat uptake regions as well (Fig. 7). The difference in

the vertical structure of the warming between the tran-

sient and equilibrium greenhouse cases is a key factor in

the different scalings ofQ. This is true whether we adopt

the local (Table 1) or global (Table 2) perspective.

There are also several examples in Fig. 7 of locally

compensating changes in RH and lapse rate (indicating

smaller absolute changes in q than would be predicted

from local temperature changes and the CC relation). In

the enhanced OHT case, the relative moistening across

the subtropics is accompanied by a negative dQlapse

contribution (more warming near the surface than aloft,

which can be seen in Fig. 5). Because dQlapse is negative

everywhere away from the poles in this case, it domi-

nates the RH term in the global diagnostics. The tropical

heat uptake case qT features locally large dQlapse near

308 (as high as 8%K21) where surface temperature

change is very weak but there is significant cooling aloft

(Fig. 5). The temperature change and RH change push

the total Q in opposite directions, but the lapse rate

contribution is substantially larger.

Collectively, Fig. 7 and Tables 1 and 2 indicate that,

with a few interesting exceptions, deviations from fixed

RH are insignificant contributions in the budget of col-

umnwater vapor changes. On the other hand, the vertical

structure of temperature changes varies widely depend-

ing on the nature of the climate forcing in our simula-

tions, and these variations in turn lead to a diversity of

different scalings for Q. Changes in lapse rate cannot

be ignored in either the local or global perspectives.

Finally we draw attention to the differences between

the local and global perspectives, comparing dQhybrid

(Table 1) and dQglobal (Table 2). Most of the differences

are less than 1%K21, but a few are much larger. We

mentioned above that high-latitude heat uptake (qH)

and increasedOHTboth yield very low values of dQglobal

(4.4% and 3.6%K21, respectively), which is dominated

by the small uniform dQTs
contribution. Both of these

cases feature small tropical temperature change (t is

small across the low latitudes, Fig. 4c), so the product

tQ/Q weighting the global average in (8) is small. In

other words, dQglobal is small because the climate

changes are strongly polar amplified in these two ex-

periments. Interestingly, the uniform contribution to the

local diagnostic dQhybrid is actually largest in these same

two cases (8.3% and 8.1%K21, respectively). This result

can again be attributed to polar amplification, but in the

local perspective it is the larger CC rate at cold polar

temperatures that dominates the global mean when

weighted by t in (7). Whether strongly polar-amplified

climate change should produce large or small values for

the scaling of Q depends very much on whether we

adopt the global or local perspective. On the other hand,

neither dQglobal nor dQhybrid gives much indication of

genuine deviation from CC scaling.

4. Discussion and conclusions

Held and Soden (2006) showed that fractional rates of

change of integrated global mean precipitable water Q

(the diagnostic we call dQglobal) were consistently near

7.5%K21 in coupled next-century simulations, a rate

that would seem to be predicted by the CC relation at

representative lower-tropospheric temperatures and

fixed relative humidity. On the other hand, more recent

work (see our review in section 1b) has shown a diversity

of different results for the scaling of Q in equilibrium

and transient climate simulations, even in the absence of

substantial changes in RH.

Two separate issues have confounded these compar-

isons. One is the effect of spatial averaging; the same

climate change can yield rather different scalings

depending on whether Q is averaged before or after

calculating fractional rates of change. The second is the
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role of the spatial structure of the climate change in

question, which can also strongly affect the calculated

scalings of Q even in the absence of significant RH

changes. Transient climate changes can be understood

as a combined response to radiative forcing and ocean

heat uptake, which exerts a profound effect on the

spatial structure of the warming (Rose et al. 2014). We

have sought some clarity on these issues by computing

careful budget decompositions for changes in Q in a

series of aquaplanet GCM simulations with simple ide-

alized forcing mechanisms that sample a wide range of

different climate responses. Previous authors have

drawn attention to the importance of polar amplification

of surface temperature changes on the scaling of Q

(O’Gorman and Muller 2010; Boos 2012; Back et al.

2013). We have extended this perspective to investigate

the explicit role of lapse rate changes, and separate these

temperature effects as cleanly as possible from actual

non-CC scaling associated with changes in relative

humidity.

Our analysis hinges on the decomposition in (14) of

local fractional changes in Q into contributions associ-

ated with vertical uniform warming, lapse rate change,

and relative humidity changes. We demonstrated that

the relative humidity contribution is equivalent to the

vertical integral of fractional changes in RH, weighted

by the background specific humidity. We also showed

that, for an idealized column with uniform relative hu-

midity, surface temperature Ts and lapse rate G, the
lapse rate contribution to fractional changes in Q is

approximately 2[(1/G)(dG/dTs)], which can imply sub-

stantial apparent super or sub-CC scaling. For a moist

adiabatic column where G decreases with warming, we

expect Q to scale roughly 2.5%K21 greater than the

saturation vapor pressure at the ambient Ts.

We analyzed the spatial structure of temperature

and water vapor changes in six perturbation experi-

ments with an idealized aquaplanet slab ocean GCM.

We studied the warming and moistening associated

with a doubling of CO2 and compared it to the com-

bined effects of CO2 and imposed ocean heat uptake,

in analogy with the long transient response to radiative

forcing in coupled GCMs. Following Rose et al. (2014)

we compared heat uptake patterns localized to the

high latitudes and the tropics, and studied the response

to the uptake in isolation as well as in combination

with CO2 radiative forcing. Finally we studied the re-

sponse to an imposed increase in equator-to-pole

ocean heat transport following the method of Rose

and Ferreira (2013).

Our simulations span a wide range of different spa-

tial structures of surface temperature and lapse rate

change, and consequently sample a wide variety of

different water vapor scalings. Here dQglobal ranges

between 3.6% and 11.0%K21. All of these wide-

ranging values of dQglobal are essentially consistent

with the Clausius–Clapeyron relation; changes in rel-

ative humidity are very minor in most cases. Consistent

with previous studies, we find that this diagnostic is

strongly constrained by the degree of polar amplifica-

tion of surface temperature change. New in our study,

we are able to quantify the effect of changing lapse

rates, and find that these are also wide ranging in our

ensemble of simulations. The lapse rate contribution is

largest in those simulations with enhanced midtropo-

spheric warming relative to the surface; these include

our tropically forced heat uptake case (qT) and our

combined forcing case with high-latitude heat uptake

(2 3 CO2 1 qH).

This combined forcing case has special significance

because OHU is typically localized to the subpolar

oceans in coupled GCM simulations of global warming

(Winton et al. 2010; Bitz et al. 2012; Rose et al. 2014)—

and presumably in nature as well. Comparing our 2 3
CO2 and 2 3 CO2 1 qH cases is thus analogous to

equilibrium versus transient climate changes. Consistent

with previous studies, the ‘‘equilibrium’’ case exhibits

smaller dQglobal than the ‘‘transient’’ case. This differ-

ence is not solely due to surface warming and polar

amplification patterns; the lapse rate contribution is

large in our transient case (12.1%K21). The combina-

tion of greenhouse radiative forcing and subpolar OHU

produces proportionally more warming of the lower to

midtroposphere and less at the surface than radiative

forcing alone. This result cannot be understood as a

strictly local effect of OHU; it involves a global, dy-

namically mediated atmospheric response, and may

have some interesting implications for other aspects of

the hydrological cycle under transient and equilibrium

climate change.

Our imposedOHUforcingsmimic coupled atmosphere–

ocean processes that occur in nature and in fully coupled

models, but they are highly idealized. One could imag-

ine other spatially localized forcing agents (e.g., per-

turbations to cloud properties, surface albedo, or

aerosols) that generate surface temperature patterns

similar to Fig. 4b. WouldQ scale the same way in such

scenarios? Or is the response particular to OHU? The

answer depends on whether or not RH and lapse rate

changes are strongly constrained by surface temper-

ature, independently of the forcing mechanism. This is

not true in general—climate response, including lapse

rates, depend not just on latitude of forcing but also on

its altitude and physical nature (Hansen et al. 1997).

In a recent example, Kim et al. (2015) showed that

lapse rate changes in response to subtropical black
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carbon (an absorbing aerosol) depend strongly on its

altitude. On the other hand, we speculate that any

forcing mechanism operating primarily through

changes to sea surface shortwave absorption ought to

behave similarly to OHU, since the atmospheric re-

sponse is mediated by surface heat fluxes regardless of

the ultimate driver. Examples might include optical

properties of low-level marine clouds (Latham et al.

2008) or sea ice (Goldenson et al. 2012).

While our GCM is relatively comprehensive, our

calculations use idealized aquaplanet boundary con-

ditions. We chose this experimental framework for

simplicity and to follow up on the heat uptake study by

Rose et al. (2014). We acknowledge some limitations of

the analogy between the aquaplanet and Earth. It is

possible that by excluding land surfaces we are sys-

tematically underestimating the importance of RH

changes, since boundary layer RH is less tightly con-

strained over land than ocean. O’Gorman and Muller

(2010) found scalings of surface relative humidity

changes about 1 to 2%K21 lower over land than

neighboring ocean regions. We also find that our

transient and equilibrium values for dQglobal are both

larger than those reported by Back et al. (2013) for

‘‘fast’’ and ‘‘slow’’ warming in a coupled historical

simulation. Now that we have established a diagnostic

framework for evaluating RH and lapse rate contri-

butions, it would be interesting to repeat similar ex-

periments in a more Earth-like model setup.

Another caveat concerns the importance of RH

changes. Our study is limited to understanding the

changes in precipitable water. To this end we have

plotted RH changes weighted by the background spe-

cific humidity. This weighting deemphasizes the radia-

tively important upper-tropospheric RH changes, which

we have not discussed here. In fact the water vapor

feedback differs substantially across this suite of simu-

lations, with implications for understanding the efficacy

of ocean heat uptake (Rose et al. 2014, and ongoing

studies).

Our local decomposition in (14) treats surface tem-

perature and lapse rate changes as separate contribu-

tions to the changes in Q, in the tradition of radiative

feedback analysis. In reality the horizontal and vertical

spatial patterns of temperature change are not physi-

cally independent, but are coupled together through

baroclinic eddy dynamics. Frierson (2008) has shown,

for example, a strong relationship between vertical

and horizontal gradients of equivalent potential tem-

perature across a wide range of climates in aquaplanet

simulations. This suggests that the same eddies whose

moist energy transport is partly responsible for setting

the degree of surface polar amplification in different

forcing scenarios (Rose et al. 2014) are also responsible

for determining lapse rate changes, and thus the water

vapor storage capacity of the atmosphere. Future work

will focus on linking these dynamical constraints to the

local column view of Q espoused in this paper.

To summarize our main conclusions, a wide variety

of different scalings of precipitable water are found

in simulations of climate change driven by combina-

tions of greenhouse gases and ocean heat fluxes.

These scalings are all essentially consistent with the

Clausius–Clapeyron relation. The diversity is ex-

plained first by spatial patterns of surface temperature

change, followed closely by the vertical structure of

temperature change, with relative humidity changes

playing only a minor small role. We have shown that

heat fluxes in and out of the ocean exert a strong in-

fluence on thermal structure of the atmosphere, with

important consequences (through the CC relation) for

the ability of the atmosphere to hold water vapor.

Thus, we should expect Q to vary widely on different

time scales, both in nature and in coupled simulations,

as the spatial pattern of ocean heat fluxes evolves.

We have also shown there are many inconsistencies

between the local and global perspectives. Methodo-

logical care is thus required in any future discussion

of the scaling of atmospheric water vapor under

climate change.
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APPENDIX A

Analytical Solutions for Uniform Lapse Rate and
Relative Humidity

Here we explicitly evaluate the integral in (1) for

precipitable water in a column with vertically uniform

relative humidity and lapse rate. The specific humidity is

related to vapor pressure e through

q5 «
e

p2 (12 «)e
, (A1)

where «5Rd/Ry is the ratio of gas constants for dry air

and water vapor (e.g., Rogers and Yau 1989). Assuming a
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relatively dilute mixture of dry air and water vapor, (A1)

simplifies to

q’ r«
e
s
(T)

p
. (A2)

To a good approximation (ignoring the weak tempera-

ture dependence of the latent heat of vaporization), the

CC relation in (2) can be integrated to give

e
s
(T)’A exp

�
2

L

R
y
T

�
, (A3)

where A5 2:533 109 hPa (Rogers and Yau 1989). We

note that for a hydrostatic, ideal gas atmosphere with

vertically uniform lapse rate G,

T(p)

T
s

5

�
p

p
0

�g

, (A4)

where the exponent g is a nondimensional measure of

the lapse rate:

g5k
G

G
d

5
R

d
G

g
, (A5)

where k5Rd/cp and Gd 5 g/cp is the dry adiabatic lapse

rate. Plugging (A2), (A3), and (A4) into (1) gives

Q5
r«A

g

ðp0
0

1

p
exp

�
2

L

R
y
T
s

�
p

p
0

�2g�
dp , (A6)

where we bring r out of the integral under the assump-

tion of vertically uniform RH.

The integral can be put in standard form through the

change of variables:

t5 l

�
p

p
0

�2g

l5
L

R
y
T
s

, (A7)

so that

dp

p
52

1

g

dt

t
(A8)

and the integral can be written as

Q5
r«A

gg

ð‘
l

e2t

t
dt52

r«A

gg
Ei(2l) (A9)

with Ei as the exponential integral function [Olver et al.

(2010), see their Eq. (6.2.6)], which has the property

[dEi(x)]/dx5 ex/x. Substituting (A7), (A5), and «5Rd/Ry

into (A9) then gives

Q52
rA

R
y
G
Ei

�
2L

R
y
T
s

�
, (A10)

which notably says Q depends on G21.

Taking the derivative of (A10) with respect to Ts and

dividing through by Q gives the fractional rate of

change:

1

Q

dQ

dT
s

52
1

T
s

exp(2l)

Ei(2l)
2

1

G

dG

dT
s

1
1

r

dr

dT
s

(A11)

and it can be shown that, for large l,

2
exp(2l)

Ei(2l)
’ l , (A12)

which yields the result in (16).

APPENDIX B

Effects of Temperature Dependence of the Latent
Heat on Saturation Vapor Pressure

The latent heat L in the CC relation in (2) is not

constant. For T. 08C, or in the presence of supercooled

water, L5Ly, the latent heat of vaporization. The var-

iable Ly is a weakly decreasing function of temperature,

varying by about 6% between2308 and1308C (Rogers

and Yau 1989). For T , 08C the vapor phase may be in

equilibrium with ice crystals; in this case the appropriate

value of L is the latent heat of sublimation Ls, with

Ls .Ly.

The defaultmethod for computing es in CAM includes a

linear interpolation between saturation with respect to

water at 08C and saturation with respect to ice at 2208C
(assuming no supercooled water for T , 2208C). In the

main text, we compute es and qsat by these same formulas.

Here we briefly compare these values to several other

commonly used implementations of the CC relation:

1) CAM default: saturation formulas from Goff and

Gratch (1946), with linear transition between water

and ice saturation.

2) A modified Tetens’s formula with quadratic transi-

tion betweenwater and ice saturation (with thresholds

at 08 and 2238C). Used operationally in ECMWF

models, details in Simmons et al. (1999), also used by

Boos (2012).

3) Empirical formula from Bolton (1980); no explicit

transition between water and ice saturation.

4) Constant L, taking Ly at 08C.

Figure B1 (left panel) shows a5 (1/es)(des/dT) as a

function of temperature. All methods agree at 08C,
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where a5 7:26%K21, and differences at warmer tem-

peratures are very small. The important differences oc-

cur for colder temperatures where assumptions about

ice versus water saturation come into play. The methods

that do not account for saturation with respect to ice

underestimate a by about 1.5%K21 at 2158C. The

CAMmethod gives a discontinuity in a at the threshold

temperature 2208C because of the linear interpolation

scheme for es.

The right panel of Fig. B1 shows the uniform warming

contribution to fractional changes in Q, dQTs
5

h(1/qsat)(dqsat/dT)i computed from our aquaplanet con-

trol simulation. The estimates of dQTs
differ mainly at

high latitudes where temperatures are cold. Methods that

do not account for saturation with respect to ice un-

derestimate dQTs
by about 1.5%K21 at 708 latitude.

Table B1 shows the corresponding global averages

(uniform contributions to dQhybrid). These vary by as

much as 0.6%K21 for each experiment depending on

which method is used to calculate hai. The spread is

largest in the experiments with the greatest polar am-

plification (qH , OHT) and weakest in the experiments

with tropical amplification (qT , 2 3 CO2 1 qH) due to

the weighting of the global mean by the local tempera-

ture amplification factor t.

Do these differences matter? Not for the global di-

agnostics dQglobal and its decomposition. The analogous

results to Table B1 for dQglobal is not shown because the

differences are,5 0.1%K21 in all cases, due to the strong

weighting of this diagnostic to the warm tropics where the

differences between the CC methods are negligible.

However, accurate calculation of the decomposition of

dQlocal at higher latitudes (and its projection onto the

global mean dQhybrid) does depend on the CC method. By

adopting the same version of the CC relation used in the

GCMfor our diagnostic calculations, we keep the residuals

in Tables 1 and 2 quite small. Using a less-accurate version

of the CC relation would in some cases increase these re-

sidual errors to the same order as the lapse rate contribu-

tion, rendering our decomposition less meaningful.

The residual in Table 1 is still relatively large for qH

(20.4%K21). This is likely due to nonlinear effects of

temperature fluctuations not resolved in the time-mean

model output. The errors show up most strongly in qH

because of large temperature changes at high latitudes

in this experiment.

FIG. B1. Comparing four different versions of the Clausius–Clapeyron relation. (left) a(T) is the fractional rate of change in

saturation vapor pressure. (right) ha(T)i is the uniform warming contribution to column water vapor changes in our GCM control

climate.

TABLE B1. Global mean of ha(T)i, the uniformwarming contributions to the local fractional changes in columnwater vapor, calculated

with four different versions of the Clausius–Clapeyron relation. The equivalent table for contributions to global fractional changes inQ is

not shown because the differences are ,50.1%K21 in all cases.

2 3 CO2 2 3 CO2 1 qH 2 3 CO2 1 qT qH only qT only OHT (N5 2)

Tetens 7.7 7.3 7.7 8.3 7.2 8.1

CAM 7.7 7.3 7.8 8.3 7.2 8.1

Bolton 7.3 7.0 7.3 7.7 7.0 7.6

Constant L 7.2 7.0 7.3 7.6 6.9 7.5
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