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ABSTRACT: This study examines howmidlevel dry air and vertical wind shear (VWS) canmodulate tropical cyclone (TC)

development via downdraft ventilation. A suite of experiments was conducted with different combinations of initial mid-

level moisture and VWS. A strong, positive, linear relationship exists between the low-level vertical mass flux in the inner

core and TC intensity. The linear increase in vertical mass flux with intensity is not due to an increased strength of upward

motions but, instead, is due to an increased areal extent of strong upwardmotions (w. 0.5m s21). This relationship suggests

physical processes that could influence the vertical mass flux, such as downdraft ventilation, influence the intensity of a TC.

The azimuthal asymmetry and strength of downdraft ventilation is associated with the vertical tilt of the vortex: downdraft

ventilation is located cyclonically downstream from the vertical tilt direction and its strength is associated with the mag-

nitude of the vertical tilt. Importantly, equivalent potential temperature of parcels associated with downdraft ventilation

trajectories quickly recovers via surface fluxes in the subcloud layer, but the areal extent of strong upward motions is

reduced. Altogether, the modulating effects of downdraft ventilation on TC development are the downward transport

of low–equivalent potential temperature, negative-buoyancy air left of shear and into the upshear semicircle, as well as

low-level radial outflow upshear, which aid in reducing the areal extent of strong upward motions, thereby reducing the

vertical mass flux in the inner core, and stunting TC development.
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1. Introduction

a. Effects of vertical wind shear on tropical

cyclone development

Vertical wind shear (VWS) strongly influences tropical cy-

clone (TC) intensity change (DeMaria and Kaplan 1994). As a

result, VWS is an important parameter in statistical intensity

predictionmodels and operational TC intensity forecasts (DeMaria

et al. 2005;Knaff et al. 2005; Finocchio andMajumdar 2017b), and a

better understanding of how VWS affects TC development is

crucial to intensity forecast error reduction (DeMaria et al. 2005).

VWS tilts a TC vortex and causes differential vorticity ad-

vection, which acts to increase low-level convergence through

quasigeostrophic forcing, upward motion along raised isentropes

(Jones 1995, 2000; Frank and Ritchie 1999), and a downshear

redistribution of convection (Nguyen and Molinari 2012;

Finocchio et al. 2016). Convection is suppressed on the upshear

side of the storm (Marks et al. 1992; Chen et al. 2006), resulting

in a wavenumber-1 asymmetry in vertical motion. This pattern

can be viewed as a balanced response to vortex tilt (Reasor

et al. 2013), with the magnitude of the tilt corresponding to the

strength (Rogers et al. 2003), height, and depth (Finocchio

et al. 2016; Finocchio and Majumdar 2017a,b) of the VWS.

Updrafts generally initiate downshear right (DR) and convection

matures downshear left (DL), as the updrafts rise within the cy-

clonic circulation (Frank and Ritchie 1999; DeHart et al. 2014).

This shear-induced convective pattern has been confirmed in

observational (Reasor et al. 2000; Corbosiero and Molinari 2002;

Chen et al. 2006; Reasor and Eastin 2012; Reasor et al. 2013;

DeHart et al. 2014) and modeling (DeMaria 1996; Wang and

Holland 1996; Frank and Ritchie 2001) studies.

The tilt and associated convective asymmetries are generally

considered inhibitive for intensification. First, the balanced

mass field of a tilted potential vorticity (PV) anomaly requires

an increase in the midlevel temperature anomaly above the

low-level vortex center. This process acts to stabilize the column

above the center and inhibit storm development (DeMaria 1996).

Second, Frank and Ritchie (2001) described VWS as weakening

the TC warm core from the top down (Kwon and Frank 2008).

From this perspective, VWS erodes the warm core at upper levels

and, through hydrostatic arguments, raises the minimum pressure

of the TC.

Despite recent advances in the understanding of how VWS

impacts TC development, open questions remain. For exam-

ple, what physical processes impact the azimuthal variation in

convection; and how does this variation modulate TC devel-

opment? This study investigates these questions.

b. Combined effects of dry air and VWS on
TC development

With no mean flow, dry air can stunt TC development if the

dry air is able to penetrate the inner core (Braun et al. 2012) by

reducing the net upward verticalmass flux, frictional convergence,

and the inward transport of absolute angular momentum in the

boundary layer (Montgomery and Smith 2014; Tang et al. 2016;
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Alland et al. 2017). When working together with VWS, TC de-

velopment is further stunted. Ventilation, defined as the flux of

low–equivalent potential temperature (ue) environmental air into

the TC inner core (Simpson and Riehl 1958; Riemer et al. 2010;

Tang andEmanuel 2012a), acts counter to theTCheat engine and

inhibits development (Cram et al. 2007; Marín et al. 2009; Tang

and Emanuel 2012b; Munsell et al. 2013). Tang and Emanuel

(2010) used a theoretical framework to demonstrate that

increased ventilation reduces TC intensity and, for a large

enough ventilation, results in weakening TCs. Thus, devel-

oping disturbances tend to exist in environments of low

VWS and low midlevel ue deficits (Tang and Emanuel 2012b;

Komaromi 2013). Prior research has investigated the effects of

dry air and VWS onmature TCs, described next in more detail,

but the effects of ventilation earlier during development have

been less studied.

Previous studies have documented different ventilation path-

ways and their effects on TC intensification. Dry air can ventilate

the subcloud layer (low-level pathway) via convective downdrafts

(Riemer et al. 2010).Dry air can also ventilatemidlevels (midlevel

pathway) and reduce the ue of rising parcels in the eyewall.

For both of these pathways, dry air originates from midlevels

(Tang and Emanuel 2010). The third pathway by which the TC

heat engine can be frustrated is the upper-level pathway, de-

scribed previously, wherein VWS acts to weaken a TC from

the top down through the erosion of the upper-level warm core

(Frank and Ritchie 2001; Kwon and Frank 2008). Tang and

Emanuel (2012a) argued that upper-level ventilation is ineffi-

cient at frustrating the TC heat engine since the radial gradient

of ue is weaker at upper levels.

The low-level pathway involves the flux of low-ue air into the

subcloud layer from convective downdrafts (Tang and Emanuel

2012a) or rainband activity (Barnes et al. 1983; Powell 1990;

Hence and Houze 2008; Didlake and Houze 2009). A series of

studies considered the location of downdrafts with respect to

VWS (Riemer et al. 2010, 2013; Riemer and Montgomery

2011). The VWS acts to initiate upward motion downshear

and downward motion upshear. The upward motion in these

studies resembles the stationary band complex first docu-

mented in Willoughby et al. (1984). Riemer and Montgomery

(2011), using a simple kinematic model, suggested that the

downdrafts that bring low-ue air into the subcloud layer are

associated with helically rising updrafts and convection in the

downshear semicircle. Rainfall into unsaturated air below results

in evaporative cooling and a quasi-steady location of downdrafts

out to a radius of about 150km (Nguyen and Molinari 2012).

Underneath this persistent area of downdrafts, a reservoir of

low-ue air is transported inward by the low-level inflow. This

reservoir of low-ue air increases with the magnitude of VWS

(Riemer et al. 2010, 2013). If surface fluxes are not able to

recover the ue of the inflowing parcels, the air feeding into

eyewall updrafts may have a lowermean ue (Riemer et al. 2010)

and reduced net upward vertical mass flux, which are associ-

ated with vortex spindown (Smith and Montgomery 2015)

and a weakening of the TC heat engine, suggesting that this

pathway may be an important modulating effect on TC in-

tensity in VWS (Riemer et al. 2010, 2013). Note, however, that

enhanced surface fluxes into the low-ue air may counteract

these debilitating effects (Tang and Emanuel 2012b; Tao and

Zhang 2014; Jura�cić and Raymond 2016; Gao et al. 2017).

c. Purpose of this study

The low- and midlevel ventilation pathways are described in

the literature, but the importance of each pathway and the

environments under which they may operate remain unclear

(Riemer and Laliberté 2015), especially for weak TCs. Previous

literature has studied these ventilation pathways from an axi-

symmetric perspective (Tang and Emanuel 2012a), but how

important are these ventilation pathways in a three-dimensional

framework? Previous literature has relied on case studies (Cram

et al. 2007) or modeling studies with differing magnitudes of

VWS (Riemer et al. 2010; Riemer and Montgomery 2011), but

the importance of these ventilation pathways may depend on

the magnitude of the VWS and the thermodynamic environ-

ment, particularly the midlevel moisture. Therefore, how im-

portant are these ventilation pathways in a moisture–VWS

bivariate parameter space? What are their three-dimensional

structures, and how do they modulate convection and TC de-

velopment? A better understanding of the different ventilation

pathways on TC development is vital to better forecast TC

intensity change.

This paper concentrates on low-level ventilation, while

Alland et al. (2021, hereafter Part II) concentrates on midlevel

ventilation. We introduce an important change in terminology

from previous studies: To better associate low-level ventilation

with its physical phenomenon, this manuscript refers to the

downward transport of low-ue air as ‘‘downdraft ventilation.’’

Similarly, Part II refers to the radial transport of low-ue air,

which does not have to be confined to midlevels, as ‘‘radial

ventilation.’’

Section 2 presents the model setup and a bivariate param-

eter space of model experiments. Section 3 shows the effects of

dry air and VWS on TC evolution. Section 4 presents a linear

relationship between the vertical mass flux in the inner core

and TC development, demonstrating that processes that affect

the vertical mass flux, such as downdraft ventilation, may affect

TC development. This result motivates the investigation of

downdraft ventilation by examining its three-dimensional struc-

ture in section 5 and its effects on convection in section 6. Section 7

summarizes this study with a conceptual diagram.

2. Methodology

Cloud Model 1 (CM1; Bryan and Fritsch 2002) is used to per-

form the experiments. The model is set up in three dimensions on

an f plane with a Coriolis parameter set to 5 3 1025 s21. The

horizontal grid spacing is 3 km within 500km of the domain

center, beyond which the grid stretches incrementally from 3 to

16kmat the outermost portion of the domain. The total size of the

domain is 1536km3 1536km. The vertical grid has 59 levels with

spacing that stretches from 50 to 500m in the lowest 5500m,

above which the spacing remains 500m. The model top is 25km.

Parameterization schemes employed are listed in Table 1.

Nine experiments were conducted. Each experiment is ini-

tialized with the moist tropical temperature profile of Dunion

(2011), has a sea surface temperature of 298C, and the initial

764 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 78

Brought to you by U.S. Department Of Commerce, Boulder Labs Library | Unauthenticated | Downloaded 02/24/21 10:32 PM UTC



vortex described in Rotunno and Emanuel (1987). The initial

vortex has a maximum wind speed of 12m s21 that decreases

linearly with height, a radius of maximum wind (RMW) of

82.5 km, and a radius of zero wind of 412.5 km. The initial tem-

perature field is in thermal wind balance with the initial vortex.

Each experiment differs in the combination of initial relative

humidity (RH) and VWS above 850 hPa. RH profiles are set

to a constant value above 850 hPa in increments of 30%,

ranging from a very moist (RH 5 80%) to dry (RH 5 20%)

profile. The initial moisture (RH) below 850 hPa is set to the

Dunion moist tropical profile (Dunion 2011) and is the same

across experiments (Fig. 1a).

VWS magnitudes are set to a constant value, in increments

of 5m s21, ranging from 0 to 10m s21. The middle and upper

ends of this range encompass moderate VWS (Rios-Berrios

and Torn 2017), which is associated with greater uncertainty in

the timing of TC intensification (Zhang and Tao 2013; Tao and

Zhang 2014). The VWS is a linearly increasing, westerly wind

from 850 to 200 hPa, with no wind at and below 850 hPa, and a

constant wind speed above 200 hPa (Fig. 1b).

To include VWS, a large-scale pressure gradient term is

added to the horizontal momentum equations. This technique,

described by Nolan and Rappin (2008) and implemented in sev-

eral studies (Moeng 1984; Skamarock et al. 1994; Nolan 2011;

Zhang andTao2013; Finocchio andMajumdar 2017a;Onderlinde

and Nolan 2017), adds VWS without including a meridional

temperature gradient. The large-scale pressure gradient term ac-

counts for the pressure force that would be present to balance the

mean VWS if a temperature gradient existed. The appendix has a

detailed explanation of this implementation in CM1.

There is no VWS during the first 12 h, allowing each ex-

periment to spin up a realistic vortex with convection. After

12 h, the desired wind profiles in Fig. 1b are nudged in at each

grid point (Fig. 1c). The desired wind profiles are fully im-

plemented by 24 h and remain roughly constant.

CM1 uses a moving domain that centers the grid on the TC

center so that the bulk of the TC circulation always remains

in the high-resolution region of the domain. The TC center is

determined by smoothing the surface pressure field, using a

two-dimensional Gaussian filter, and locating the minimum

of the smoothed pressure.

The three different RH and VWS magnitudes give a total of

nine experiments, and each experiment was integrated forward

96 h. Hereafter, the experiments are labeled as RHXXSYY,

where XX and YY are the magnitudes of the initial RH and

VWS, respectively (e.g., RH20S05 refers to the experiment

with 20%RH above 850 hPa and 5m s21 of deep-layer vertical

wind shear). Experimental sets, such as the three experiments

with the same initial RH or VWS magnitude, are labeled as

RHXX or SYY, respectively.

3. Evolutions of the TCs

a. Maximum 10-m wind speed

The evolutions of themaximum, azimuthally averaged, 10-m

wind speed (Vmax) for the RH20, RH50, and RH80 experi-

mental sets are presented in Figs. 2a–c, respectively. Note that

‘‘development’’ is comprised of a nonintensifying stage, fol-

lowed by an early intensification stage of a TC’s life cycle. For

the RH20 experimental set, no development occurs during the

first 36 h. After 36 h, RH20S05 develops first, followed by

RH20S00, suggesting that some VWS may be beneficial for

TABLE 1. Parameterization schemes used in the CM1 simulations.

Parameterization

Microphysics Morrison double-moment (Bryan and

Morrison 2012)

Radiation RRTMG longwave and shortwave (Iacono

et al. 2008)

PBL Yonsei University (Hong et al. 2006)

Surface fluxes Bulk aerodynamic formulas (Fairall et al. 2003;

Donelan et al. 2004; Drennan et al. 2007)

Turbulence Bryan and Rotunno (2009) and Bryan (2012)

FIG. 1. (a) Vertical profile of relative humidity for RH magni-

tudes of 20% (red), 50% (green), and 80% (blue). (b) Vertical

profile of the zonal wind forVWSmagnitudes of 0 (blue), 5 (green),

and 10 (red) m s21. (c) Time series of the VWS magnitude. The

large-scale wind profiles are nudged toward the VWS magnitudes

in (b) starting at 12 h, with a relaxation time scale of 3 h.
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initial development (Bracken and Bosart 2000). With time,

Vmax for RH20S00 reaches 40m s21, which is higher than

RH20S05 (33m s21), suggesting that VWS ultimately stunts

development for RH20S05. RH20S10 fails to develop for the

entire simulation due to the unfavorably low midlevel RH and

large VWS. For the RH50 experimental set, no development

occurs during the first 22 h. After 22 h, all experiments begin to

develop at roughly the same rate. After 36 h, RH50S00 de-

velops more quickly than RH50S05, while RH50S10 slowly

decays. For the RH80 experimental set, moist midlevels facil-

itate quicker development compared to the RH50 and RH20

sets. Vmax for each experiment reaches approximately 25m s21

by 24 h, at which time the VWS is fully implemented. After

24 h, RH80S00 develops more quickly than RH80S05, while

RH80S10 slowly decays, similar to the RH50 experimental set.

The comparison between Vmax for each experimental set

suggests that a VWS magnitude of 5m s21 is high enough to

stunt development, while a VWSmagnitude of 10m s21 is high

enough to inhibit development, at least in these sets of

experiments.

The variability in the timing and rate of development across

the bivariate parameter space in Fig. 2 suggests that TC de-

velopment is sensitive to the magnitudes of midlevel humidity

and VWS. This high variability motivates the investigation of

ventilation pathways to determine the physical mechanisms

behind the large variability in development time and rate.

b. Vertical tilt of the vortex

VWS tilts the TC vortex and affects the azimuthal distri-

bution of convection (Corbosiero and Molinari 2002), which is

potentially modulated by ventilation. To determine how the

three-dimensional structure of downdraft ventilation is ulti-

mately influenced by vertical tilt, the magnitude and direction

of the vertical tilt are diagnosed for each experiment. The

center position at each vertical level is determined by finding

the minimum of the smoothed pressure, and vertical tilt is

calculated from the surface to a height of 6 km. The time

evolution of the vertical tilt magnitude is presented in Figs. 3a

and 3b, and the planar evolution of the tilt magnitude and di-

rection is shown in Figs. 3c and 3d. Note that experiments with

the same magnitude of VWS are presented together. The S00

experimental set is not shown since the tilt magnitude is small

(usually under 2 km) and fluctuates about all azimuths around

the TC low-level center.

Figure 3 shows that the vertical tilt in these simulations is

modulated by the humidity. For the S05 experimental set

(Fig. 3a), the vertical tilt generally increases after VWS is in-

troduced at 12 h. RH20S05 has the largest tilt of the S05 ex-

periments, increasing rapidly from near zero at 12 h to about

23 km by 30 h. After 30 h, a sharp decline occurs, coincident

with an increase in Vmax (Fig. 2a), and the tilt remains quasi

steady at about 3 to 5 km from 50 to 96 h. RH50S05 has a tilt

that increases at the same rate as RH20S05 from 12 to 20 h, but

the tilt peaks at 11 km by 20 h and generally decreases until

55 h. During this period of tilt reduction, the TC steadily de-

velops (Fig. 2b). RH80S05 does not have a sharp tilt increase

after 12 h, but increases incrementally from 1 to 3 km by the

end of the simulation. Comparing the tilt magnitude evolutions

of the S05 experiments suggests that TCs in a drier environment

are less resilient to VWS (i.e., they develop a larger vertical tilt).

The planar evolution (Fig. 3c) shows a tilt direction downshear

and DL for each experiment. The tilt direction of RH20S05

and RH50S05 rotates cyclonically as the vertical tilt is reduced,

agreeing with previous work that development occurs consis-

tent with this tilt evolution (Zhang and Tao 2013; Onderlinde

and Nolan 2014; Finocchio et al. 2016; Rios-Berrios et al. 2018).

For the S10 experimental set (Fig. 3b), the tilt magnitudes

are much larger. During the first 40 h, RH20S10 has the largest

tilt increase, reaching about 60 km before decreasing to under

20 km by 52 h. The sharp tilt decrease is likely the result of the

center position changing because the TC is weak (Fig. 2a), and

the center is ill-defined in this simulation. RH50S10 follows the

tilt increase of RH20S10 during the first 20 h, after which the

tilt slowly decreases until 48 h. During the period of tilt re-

duction, the intensity slowly increases (Fig. 2b). RH80S10 has a

slower increase in vertical tilt from 24 to 50 h compared to the

FIG. 2. Time series of the maximum azimuthally averaged 10-m

wind speed (m s21) for the (a) RH20, (b) RH50, and (c) RH80

experimental sets.
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other experiments, likely because this TC is stronger, andmore

resilient to VWS, compared to the other S10 simulations;

however, this TC weakens slowly during this time period

(Fig. 2c). After 52 h, all three experiments have large fluctua-

tions in the vertical tilt. During this time period, all TCs have

intensities at or below 20m s21, and all weaken to an intensity

of roughly 10m s21 by the end of the simulation (Fig. 2). This

result suggests that a VWS magnitude of 10m s21 is large

enough to consistently weaken TCs in these simulations, despite

RH50S10 and RH80S10 being more intense than RH20S10

around 30 h. The planar evolution of tilt direction (Fig. 3d)

shows that the tilt of RH20S10 is consistently downshear, while

the other two experiments have tilts consistently DL. This

difference may be due to increased convection (shown next)

and more humid environments in RH50S10 and RH80S10,

compared to RH20S10, which can facilitate vortex precession

(Tao and Zhang 2014). Similar to the S05 experiments, the S10

experiments suggest that TCs in a drier environment are less

resilient to VWS, at least initially.

The remainder of this study will concentrate on comparing

experiments with the same magnitude of RH (the RHXX ex-

perimental sets), as separated in Fig. 2. Clear ‘‘bifurcation

points’’ in intensity occur for each experimental set in Fig. 2,

providing justified time periods to investigate physical processes

that may be modulating the bifurcation in each experimental set.

In contrast, experimental sets with the same VWS magnitude

do not have similar bifurcation points, likely because these

experiments have different time periods over which the near

environment moistens. Hereafter, figures that are time aver-

aged begin at the bifurcation point, namely, 36 h for RH20 and

RH50, and 24 h for RH80, and extend for 12 h (Fig. 2). This

time period, called the ‘‘bifurcation time period,’’ compares TCs

when ventilation may be influencing the intensity differences.

c. Reflectively structure

To diagnose how the vertical tilt is associated with the

structure of convection during the bifurcation time period,

Fig. 4 presents reflectivity at a height of 1 km at the beginning

of the bifurcation time period. For reference, the numbers at

the top right of each panel list the percent of points in the inner

75 km with reflectivity greater than 20 dBZ, which is a simple

proxy for precipitation coverage, as well as the vertical tilt

magnitude and direction between the surface and a height of

6 km, time averaged during the bifurcation time period. For

RH20S00 (Fig. 4a), convection is disorganized, associated with

the weak intensity at this time (Fig. 2a), and located at all

azimuths about the TC center. For RH20S05 (Fig. 4b), con-

vection is concentrated almost exclusively in the downshear

semicircle. This experiment initially develops more quickly

than RH20S00 (Fig. 2a), likely due to the more organized

convection. For RH20S10 (Fig. 4c), convection is concentrated

solely downshear in a narrow azimuthal sector and farther

from the TC center compared to RH20S05.

The TCs in the RH50 experimental set (Figs. 4d–f) are

stronger andmore organized than theRH20 set. For RH50S00,

the TC has a ring of reflectivity greater than 40 dBZ about the

FIG. 3. (top) Time series of the vertical tilt magnitude (km) from the surface to 6 km for the (a) S05 and (b) S10

experimental sets. (bottom) Planar plots of the vertical tilt evolution relative to the surface center for the (c) S05

and (d) S10 experimental sets. A 6-h running mean was applied to reduce the noise. Note that the scaling on the

ordinates is roughly 5 times greater for the S10 experimental set compared to the S05 experimental set.
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center. For RH50S05, convection within the inner 40 km is

displaced DL and wraps around to the upshear-left (UL) and

upshear-right (UR) quadrants. High reflectivity also exists in

the DR quadrant, albeit at larger radii of about 60 to 120 km

from the center. The convective structure resembles the stationary

band complex and principal rainband ofWilloughby et al. (1984).

A notch of near-zero reflectivity begins at radii greater than

100km in the UL quadrant and wraps inward to a radius of

roughly 40 km within the DR quadrant. For RH50S10, high re-

flectivity in the inner 40km is mostly concentrated in the DL

quadrant, with less coverage into the UL quadrant compared to

RH50S05. A similar, but more extensive, area of near-zero re-

flectivity encompasses most of the right-of-shear quadrants, and

extends slightly into the DL quadrant at radii between 60 and

80km. As will be shown in section 5, this notch is associated with

downdraft ventilation and affects the distribution of convection.

For the RH80 experimental set (Figs. 4g–i), the stronger TCs

are associated with a ring of convection about the TC center.

The ring becomes more asymmetric as the VWS increases,

with weaker reflectivity in the UL, UR, and DR quadrants.

Additionally, rainband activity is more apparent downshear

and right of shear between radii of 60 and 100 km as the

VWS increases. A notch of near-zero reflectivity appears in

RH80S05 and RH80S10 in the UL and UR quadrants, but the

area is less extensive than in the RH50 experimental set. This

notch gets closer to the TC center for RH80S10 compared to

RH80S05.

The structure of reflectivity closely matches TC str-

ucture under VWS documented in previous work (e.g.,

Onderlinde and Nolan 2017), providing confidence that

the CM1 setup can capture the evolution of a TC in a ver-

tically sheared environment. As VWS increases, the ver-

tical tilt magnitude increases (red values associated with

the arrows) and the area of convection in the inner 75 km

decreases, as convection is predominantly downshear and

DL. With lower initial RH magnitudes, the weaker TCs

FIG. 4. Model-derived reflectivity (dBZ) at a height of 1 km across the bivariate parameter space. The reflectivity is plotted (a)–(f) at

36 h for the RH20 and RH50 experimental sets and (g)–(i) at 24 h for the RH80 experimental set. These times represent the beginning of

the bifurcation time period. The percentage of points in the inner core with reflectivity greater than 20 dBZ is given by the value at the top

right of each panel. The vertical tilt magnitude (km) and direction between the surface and a height of 6 km, time averaged during the

bifurcation time period, are represented by the red number and arrow, respectively, for the experiments with VWS at the top right of each

panel. Range rings are every 25 km.
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are associated with more asymmetric convection that is farther

from the core.

4. Relationship between the vertical mass flux and
TC intensity

The previous section demonstrated that convection becomes

more asymmetric as the magnitude of VWS increases, with

high reflectivity encompassing a smaller azimuthal area around

the TC center. But, does a relationship exist between the area

and strength of convection, and the intensity of a TC? An in-

creased understanding of this potential relationship would help

to better connect the influence of ventilation pathways, which

can affect the vertical mass flux, on TC intensity.

Figure 5 presents a scatterplot of the maximum, azimuthally

averaged, 10-m wind speed (i.e., TC intensity) versus the ver-

tical mass flux for each experiment in the bivariate parameter

space. The vertical mass flux represents an average within the

inner 75 km from the surface to 1 km. Each dot represents an

hour within the span of each 96-h simulation. A strong linear

relationship exists between these two variables: a larger ver-

tical mass flux is associated with a stronger intensity. Note that

this linear relationship also exists when the vertical mass flux is

averaged over various layers, such as from 3 to 10 km and from

5 to 10 km (not shown), suggesting that this linear relationship

is associated with the development of a deep secondary cir-

culation. Expanding the vertical mass flux to larger areas, such

as the inner 100 or 300 km, does not produce a clear linear

relationship, and a time-lag correlation between vertical mass

flux and intensity shows that they vary together (not shown).

Averaging over different radii and a dynamic radius were tried,

such as 2.5 times the RMW, but the linear relationship was

strongest for a fixed radius of 75 km. The relationship using a

dynamic radius was not as strong, likely because the RMW

frequently changes from one time step to another for the weak

TCs in these experiments. The strong linear relationship sug-

gests that the vertical mass flux within the inner 75 km is linked

to TC intensity in these simulations. Therefore, physical pro-

cesses influencing the vertical mass flux in the inner 75 km, such

as ventilation, may influence the intensity of a TC. For these

reasons, the inner core is hereafter defined as the inner 75 km

with respect to the low-level center.

To determine if a certain range of vertical velocity mag-

nitudes control the linear increase in vertical mass flux with

TC intensity, Fig. 6 shows the cumulative vertical mass flux

as a function of vertical velocity in the inner 75 km. These

panels have been time averaged during the bifurcation time

period, and the vertical mass flux has been summed in the

lowest 1 km. For the RH20 experimental set (Fig. 6a), ver-

tical motions less than 0.5m s21 contribute, roughly, the

same vertical mass flux magnitude. For vertical velocities

greater than 0.5 m s21, RH20S05 has more frequent strong

upward motions contributing to a greater vertical mass flux

compared to RH20S00 and RH20S10. The larger vertical

mass flux of RH20S05 is associated with a stronger intensity

during the bifurcation time period (Fig. 2a), suggesting that

some VWS is beneficial for initial development (Bracken

and Bosart 2000).

The RH50 experimental set (Fig. 6b) shows a similar pattern

as the RH20 set: upward motions less than 0.5m s21 contribute

to a similar vertical mass flux between experiments. RH50S00

and RH50S05 have more frequent upward motions greater

than 0.5m s21, compared to RH50S10, which result in a greater

total vertical mass flux for these experiments. Note that the dif-

ference in the vertical mass flux between RH50S00 and RH50S05

FIG. 5. Vertical mass flux (31022 kgm22 s21) vs the maximum

azimuthally averaged 10-m wind speed (m s21) across the bivariate

parameter space. The vertical mass flux is averaged in a volume

from the surface to a height of 1 km, and within 75 km of the TC

center. Dots are plotted every hour.

FIG. 6. Cumulative vertical mass flux (3104 kgm22 s21) as a function of vertical velocity (m s21) for the (a) RH20, (b) RH50, and

(c) RH80 experimental sets. The vertical mass flux is summed in a volume from the surface to a height of 1 km, and within 75 km of the TC

center. Each panel is time averaged during the bifurcation time period.
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occurs for vertical velocities greater than about 1ms21, as opposed

to vertical velocities greater than 0.5ms21 in the RH20 experi-

mental set. Since the total vertical mass fluxes are similar during

the bifurcation time period for RH50S00 and RH50S05, the in-

tensities (Fig. 2b) are similar between these two experiments.

The RH80 experimental set (Fig. 6c) has similar vertical mass

flux magnitudes for vertical velocities less than about 1ms21.

RH80S00 has more frequent vertical velocities greater than

1.5m s21, followed by RH80S05 and RH80S10, which supports

RH80S00 being the strongest during this time period (Fig. 2c).

The key finding from Figs. 5 and 6 is that the areal extent of

strong upward motions (w . 0.5m s21) in the inner core con-

trols the linear increase in vertical mass flux with TC intensity.

This relationship is consistent with previous studies showing TC

development being associated with an increased areal coverage of

convection (Leppert et al. 2013a,b; Zawislak and Zipser 2014),

especially when convection in sheared TCs encompasses the

upshear-left quadrant (Stevensonet al. 2014;Rogers et al. 2015; Susca-

Lopata et al. 2015; Rios-Berrios and Torn 2017; Fischer et al. 2018).

How does downdraft ventilation, and its effects on low-level ue,

modulate the areal extent of strong upward motions and the

vertical mass flux in the inner core, which is highly correlated

with TC intensity? To answer this question, the next section ex-

plores the three-dimensional structure of downdraft ventilation,

and the subsequent section assesses the impact of air from

downdraft ventilation regions on convection in the inner core.

5. Downdraft ventilation

a. Horizontal structure of ue at low levels

To diagnose the spatial distribution of low-ue air in the

subcloud layer, and to motivate the investigation of downdraft

ventilation, Fig. 7 shows ue averaged between heights of 0 to

1 km during the bifurcation time period for each experiment.

Differences arise in the structure of lower-ue air outside of the

relatively higher-ue inner core. For the RH20 experimental set

(Figs. 7a–c), RH20S00 has randomly distributed, lower-ue air

FIG. 7. Equivalent potential temperature (shaded, K) and buoyancy (magenta contour for a value of 20.08m s22) averaged between

heights of 0 and 1 km across the bivariate parameter space. Each panel is time averaged during the bifurcation time period. Buoyancy was

calculated using the density potential temperature and a base state given by the initial sounding. Note that this base state was compared to a base

state defined as the sum of azimuthal wavenumbers 0 and 1 of density potential temperature (Braun 2002; Smith et al. 2005; Foerster and Bell

2017), and both base states gave qualitatively similar spatial distributions. Recall that the VWS direction is westerly for all experiments.
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outside a radius of 40 km. RH20S05 has a region of lower-ue
air, minimized left of shear outside the core, which wraps

inward toward the TC center from the UL to the UR and DR

quadrants. This region is within convection or cyclonically

downwind (counterclockwise) of convection, in near-zero

reflectivity (Fig. 4b). RH20S10 also has lower-ue air within

and downstream of convection, but this air does not appear to

wrap inward toward the circulation center, likely due to the

weak circulation (Fig. 2a). For RH20S05 and RH20S10, the

low-ue air left of shear is associated with negative buoyancy

(,20.08 m s22).

For the RH50 experimental set (Figs. 7d–f), both RH50S05

and RH50S10 have similar regions of lower-ue, negative-

buoyancy air left of shear between radii of 60 and 150 km,

although RH50S10 is associated with lower-ue air, which

spirals radially inward in the DR quadrant. Similar to the

RH20 experimental set, the region of lower-ue air is within,

and downstream of, convection (Figs. 4e,f). The RH80 ex-

perimental set (Figs. 7g–i) shows a similar pattern, albeit with

higher ue and buoyancy (no magenta contours). In the simu-

lations with VWS, the region of lower-ue air looks similar to

that caused by downdraft ventilation associated with the

quasi-stationary, azimuthal wavenumber-1 convective asym-

metry discussed in Riemer et al. (2010). The differences in the

horizontal distribution of ue in the subcloud layer for each

experimental set suggest that low-ue, negative-buoyancy air

is transported downward (i.e., downdraft ventilation exists)

and inward toward the circulation center to potentially inhibit

convection.

b. Horizontal structure of downdraft ventilation at a
height of 1 km

Downdraft ventilation is defined as rw0u
0
e, where r is density,

and w is vertical velocity. Primes denote perturbations from

the azimuthal mean. This term, when positive, represents the

downward transport of relatively low-ue air into the subcloud

layer, as discussed in Riemer et al. (2010). Downdraft ventilation

is calculated at a height of 1 km, and only in locations where

w, 0 are analyzed to focus on the downward transport of low-

ue air into the subcloud layer.

The structure of downdraft ventilation varies for each ex-

periment during the bifurcation time period (Fig. 8). No clear

FIG. 8. Downdraft ventilation (kgKm22 s21) at a height of 1 km across the bivariate parameter space. Only locations where the vertical

velocity is less than zero are plotted. Red shading means downwardmotion of anomalously low-ue air. Each panel is time averaged during

the bifurcation time period. Recall that the VWS direction is westerly for all experiments.
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downdraft ventilation structure (red areas) exists outside a

radius of 75 km for the S00 experiments (Figs. 8a,d,g), so we do

not analyze these experiments hereafter. For the S05 and S10

experiments, downdraft ventilation occurs within, and down-

stream of, convection associated with rainbands (Fig. 4) and

low-ue air (Fig. 7), consistent with the distribution of downdraft

ventilation in previous literature (Riemer et al. 2010, 2013).

For the RH20 experimental set (Figs. 8b,c), RH20S05 has

downdraft ventilation left of shear, while RH20S10 has

downdraft ventilation downshear. The RH50 (Figs. 8e,f)

and RH80 (Figs. 8h,i) experimental sets have downdraft

ventilation oriented left of shear. For each experimental set,

the maximum magnitude of downdraft ventilation generally

increases as the magnitude of the VWS increases, consistent

with previous work connecting the downward transport of low-

ue air to rainbands and the stationary band complex (Riemer

et al. 2010, 2013; Riemer and Montgomery 2011).

The time evolution of the asymmetry of downdraft ventila-

tion is explored next to determine what controls its structure.

First, downdraft ventilation is examined by conducting an

azimuthal Fourier decomposition of Fig. 8 and only keeping

the wavenumber-1 component, as VWS primarily induces

wavenumber-1 asymmetries (Jones 1995; Reasor et al. 2000;

Corbosiero et al. 2006), and downdraft ventilation has a clear

wavenumber-1 structure (Fig. 8). Figure 9 shows azimuth–time

Hovmöller diagrams of the wavenumber-1 component of down-

draft ventilation at a height of 1 km and averaged within the

inner 150 km to capture the horizontal structure documented

in Fig. 8. The magnitude and direction of the vertical tilt from

Fig. 3 is displayed as dots every hour if the tilt magnitude is

greater than 2 km.

This analysis shows that the downdraft ventilation structure

is associated with the vertical tilt of the vortex. For the RH20

experimental set (Figs. 9a,b), RH20S05 does not show a clear

pattern during the first 24 h, during which time the VWS has

not been fully implemented (Fig. 1c). After roughly 24 h, once

the vertical tilt magnitude is greater than 15 km (Fig. 3a), a

clear azimuthal asymmetry emerges, with downdraft ventilation

extending cyclonically downstream through the left-of-shear

semicircle. This asymmetry is consistent with the time-averaged

downdraft ventilation in Fig. 8b. Importantly, downdraft

ventilation is associated with, and downstream of, the vertical

tilt direction. The vertical tilt is directed downshear with a

magnitude greater than 14 km at 30 h. From 30 to 50 h, the

vertical tilt rotates cyclonically to the DL quadrant and de-

creases in magnitude, potentially associated with vortex pre-

cession (Zhang and Tao 2013). Downdraft ventilation rotates

cyclonically with the vertical tilt direction, andweakens slightly

as the tilt magnitude decreases around 40 h. RH20S10 shows a

similar pattern, with downdraft ventilation associated with,

and downstream of, the vertical tilt direction. The vertical tilt

is directed downshear with a magnitude greater than 14 km

throughout this experiment. This consistent tilt direction is

associated with a consistent azimuthal asymmetry of down-

draft ventilation extending from the DR to UL quadrants.

The RH50 (Figs. 9c,d) and RH80 (Figs. 9e,f) experimental

sets show a similar pattern between the azimuthal asymmetry

of downdraft ventilation and the vertical tilt direction. The

FIG. 9. Azimuth–timeHovmöller diagrams of the wavenumber-1 component of downdraft ventilation (31022 kgKm22 s21) at a height

of 1 km in the bivariate parameter space. Downdraft ventilation has been radially averaged within the inner 150 km. Dots show the

azimuthal direction of the vertical tilt from Fig. 3, and the color of each dot represents the magnitude of the vertical tilt. Dots are plotted

every hour for vertical tilt magnitudes greater than 2 km. Black dashed horizontal lines show the beginning and end of the bifurcation time

period for each experiment.
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relationship is most clearly visualized in RH80S10, in which

both the azimuthal asymmetry of downdraft ventilation and

the vertical tilt direction rotate cyclonically between 30 and

45 h. This consistent pattern suggests that downdraft ventila-

tion is located cyclonically downstream from the vertical tilt

direction. These results agree with previous literature that

associates the rainband structure with the vertical tilt of

the vortex (Riemer 2016), and provides new evidence that the

azimuthal asymmetry of downdraft ventilation is tied to the

vertical tilt, as also shown, but not explicitly mentioned, in

Riemer et al. (2010) and Tao and Zhang (2014).

c. Vertical structure of downdraft ventilation

The previous section concentrated on the horizontal struc-

ture of downdraft ventilation at a height of 1 km, but what is its

vertical structure? Specifically, at what height is downdraft

ventilationmaximized, and how far does downdraft ventilation

extend to the surface? Downdraft ventilation that extends

closer to the surface may be more detrimental on TC devel-

opment. Figure 10 presents azimuth–height diagrams of the

wavenumber-1 component of downdraft ventilation from

the surface to a height of 3 km. The wavenumber-1 compo-

nent is analyzed because downdraft ventilation has a clear

wavenumber-1 structure at each height from the surface to

3 km. Downdraft ventilation has been radially averaged within

the inner 150 km and time averaged during the bifurcation

time period.

For the RH20 experimental set (Figs. 10a,b), RH20S05 has

downdraft ventilation left of shear, consistent with Fig. 8b,

maximized at a height of 1.5 km, and extending downward to

0.1 km. For RH20S10, downdraft ventilation is stronger, maxi-

mized at a lower height of 0.75 km, and extends closer to the

surface compared to RH20S05. These results suggest that

downdraft ventilation inRH20S10, with lower-ue air, penetrates

lower down in the subcloud layer compared to RH20S05. This

result is explored further using trajectories in section 6.

For the RH50 experimental set (Figs. 10c,d), RH50S05

has downdraft ventilation maximized at a height of 1.1 km

that extends downward to 0.1 km, similar to RH20S05. Unlike

RH20S05, the azimuthal asymmetry in RH50S05 rotates cy-

clonically when extending downward from 1.1 to 0.1 km, which

is associated with a cyclonically rotating vertical tilt structure

(not shown). For RH50S10, downdraft ventilation is maxi-

mized at a height of 0.75 km, a lower vertical level compared

to RH50S05, but also rotates cyclonically when moving

downward toward the surface.

For the RH80 experimental set (Figs. 10e,f), downdraft

ventilation is generally weaker than the RH20 and RH50

experimental sets. RH80S05 has downdraft ventilation maxi-

mized at a height of roughly 1.3 km that only extends down-

ward to a height of roughly 0.5 km. RH80S10 has downdraft

ventilation maximized at about the same height of 1.3 km and

extends downward to about 0.25 km.

The vertical structure of downdraft ventilation suggests that

weaker TCs embedded in drier and higher VWS environments

(and having larger vertical tilts) have a stronger downward

transport of low-ue air penetrating lower down toward the

surface. It remains to be shown, however, if this low-ue air gets

FIG. 10. Azimuth–height diagrams of the wavenumber-1 component of downdraft ventilation (31021 kgKm22 s21) in the bivariate

parameter space. Downdraft ventilation has been radially averagedwithin the inner 150 km and time averaged during the bifurcation time

period.
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transported radially in the inflow layer toward the inner core.

If so, how does this low-ue air affect the distribution and

strength of convection? Previous literature investigating

mature TCs has shown that if surface fluxes do not recover

the ue, convection weakens (Riemer et al. 2010). The next

section utilizes trajectories to investigate if downdraft ven-

tilation frustrates upward motions in the weak TCs, or if

surface fluxes are able to recover the ue of this air before

ascending in the inner core.

6. Effects of downdraft ventilation on convection:
Trajectory analysis

We use the Lagrangian Analysis Tool (Lagranto) to com-

pute forward trajectories (Wernli and Davies 1997; Sprenger

and Wernli 2015). Trajectories were calculated using 6-min

model output files that were then interpolated to a 1-min

frequency. Trajectories were initialized in downdraft ventila-

tion regions and integrated forward for 24 h to analyze parcel

movements, thermodynamic evolutions, and effects of this air

on convection in the inner core. Note that backward trajec-

tories were also conducted from strong upward motions in

the inner core, and the vast majority of trajectories originated

in downdraft ventilation regions. Since no clear ventilation

structure was found for the S00 experiments (Figs. 8a,d,g),

Fig. 11 shows the initialization locations of the trajectories

only for the S05 and S10 experiments. Each trajectory is

initialized at the beginning of the bifurcation time period, at a

height of 1 km, and within the inner 180 km to fully capture

the downdraft ventilation structures in Fig. 8. Trajectories

were initialized for an initial downdraft ventilation magni-

tude of at least 1 kgKm22 s21 to focus on the strongest

downdraft ventilation regions, and Table 2 lists the number

of trajectories initialized for each experiment. The online

FIG. 11. Trajectory initialization locations (red dots) in downdraft ventilation (kgKm22 s21) for the S05 and S10 experiments in the

bivariate parameter space. Trajectories were initialized at the beginning of each bifurcation time period, at a height of 1 km, within the

inner 180 km, and for an initial downdraft ventilation magnitude of at least 1 kgKm22 s21. Every two trajectory initialization locations

are plotted. The black dot in each panel represents the center of the TC at the lowest model level.

TABLE 2. Number of trajectories initialized in downdraft ventilation regions in the inner 180 km and at a height of 1 km, the fraction of

those trajectories rising above 5 km within the inner core, and the average ue of trajectories in the DR inner core below 1 km, for the S05

and S10 experiments. Initialization occurs at the beginning of the bifurcation time period for each experiment and trajectories were

integrated forward for 24 h with output every minute.

Experiment Number of trajectories Fraction rising above 5 km (%) Average ue (K)

RH20S05 709 41 336.5

RH20S10 973 7 339.3

RH50S05 815 70 337.6

RH50S10 873 16 340.1

RH80S05 501 86 340.7

RH80S10 473 77 341.6
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supplement contains animations of the parcels comprising

the trajectories for each set.

Figure 12 shows the normalized trajectory density during the

24-h integration. Note that only parcel locations below 1km are

shown in these panels to focus on parcel movement within the

subcloud layer. Trajectory streams are defined as maxima in

trajectory density. For the RH20 experimental set (Figs. 12a,b),

RH20S05 has parcels that rotate cyclonically around the TC

FIG. 12. Number of downdraft ventilation trajectories passing through a location (31022) during the 24-h integration across the bi-

variate parameter space. The number has been normalized by the total number of trajectories initialized listed in Table 2. Only parcels

below a height of 1 km are presented to focus on parcel movement in the subcloud layer. The vertical tilt magnitude (km) and direction

between the surface and a height of 6 km, time averaged during the bifurcation time period, are represented by the red number and arrow,

respectively, at the top right of each panel.

FIG. 13. Radial velocity (m s21) averaged between heights of 0 and 1 km. Positive values signify radial outflow and negative values signify

radial inflow. Each panel is time averaged during the bifurcation time period.
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center from their initial locations in Fig. 11a. Parcels move ra-

dially outward in theULquadrant and radially inward in theDR

quadrant (Fig. 13a). This radial flow pattern is consistent with

previous literature on sheared TCs (DeHart et al. 2014).

Multiple streams of trajectories exist. All streams move radially

outward in theULquadrant, but parcels in the first stream rotate

around the TC faster and reach the DR quadrant sooner, upon

which these parcels are transported radially inward. The parcels

are then transported close to the TC center downshear. Most of

the parcels rise downshear and in theDLquadrant, as illustrated

by Fig. 14a, which shows the normalized trajectory density of

strong upward motions in the inner core.

RH20S10 has trajectories that are initialized more downshear

and radially outward compared to trajectories in RH20S05

(Fig. 11b). Similar to RH20S05, however, parcels move to the

UL quadrant and are transported radially outward (Figs. 12b

and 13b). Two streams of trajectories exist (s1 and s2), and

these streams extend outward to larger radii compared to

FIG. 14. Number of downdraft ventilation trajectories (31022), below a height of 2 km, with a vertical velocity greater than 0.5m s21 in

the inner core during the 24-h integration across the bivariate parameter space. The number has been normalized by the total number of

trajectories initialized listed in Table 2. The dashed circle represents the inner 75 km.

FIG. 15. Radius–height diagrams of the number of downdraft ventilation trajectories passing through a location (31022) during the 24-h

integration. The number has been normalized by the total number of trajectories initialized listed in Table 2.
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RH20S05, due to a larger vertical tilt (red arrows) in RH20S10

and stronger low-level radial outflow (Fig. 13b), associated with

the dynamic response of a tilted vortex (DeHart et al. 2014). The

outflow upshear decreases the net inward transport to the inner

core, effectively reducing upward motions in this region, with

only a few parcels reaching downshear and rising (Fig. 14b).

The RH50 experimental set (Figs. 12c,d) shows a similar

pattern as RH20S10, with two streams of trajectories. RH50S05

has parcels rotating closer to the TC center compared to the

RH20 experiments due to a smaller vertical tilt and reduced

radial outflow in the UL quadrant (Fig. 13c). RH50S10 consists

of trajectory streams farther from the TC center thanRH50S05

due to greater radial outflow in the upshear semicircle (Fig. 13d).

The trajectories form a similar inward-directed corridor in the

DR quadrant, but the majority of parcels do not rise until

reaching the DL quadrant (Fig. 14d).

For RH80S05 (Fig. 12e), the majority of trajectories remain

within the inner 100 km, while rotating cyclonically about the

TC center, with parcels rising about all azimuths (Fig. 14e).

RH80S10 (Fig. 12f) shows a similar pattern as RH80S05, albeit

with parcels displaced more radially outward upshear and ris-

ing motion concentrated downshear (Fig. 14f).

To compare the number of trajectories that rise in each ex-

periment, Fig. 15 shows radius–height diagrams of the trajec-

tory density during the 24-h integration. For all experiments,

most of the parcels stay below a height of 2 km, with the S05

experiments having more parcels rising in the inner core

compared to their S10 counterparts. Table 2 quantifies this

result by listing the percentage of trajectories that rise above

5 km during the 24-h integration. For the RH20 experimental

set, 41% of RH20S05 trajectories rise above 5 km, but only 7%

rise above 5 km for RH20S10. The RH50 experimental set

shows a similar pattern: 70% of trajectories rise above 5 km for

RH50S05, but only 16% rise above 5 km for RH50S10. The

RH80 experimental set has the majority of trajectories rising

above 5 km for both experiments (86% and 77% for RH80S05

andRH80S10, respectively) in association with smaller vertical

tilts (Figs. 12e,f) and larger areas of strong upward motions

(Figs. 5 and 6c) compared to the other experimental sets.

To determine if trajectories from downdraft ventilation re-

gions reach the inner core with low ue to potentially inhibit

convection, Fig. 16 shows the average ue of trajectories below a

height of 1 km during the 24-h integration, and Table 2 lists the

average ue of trajectories in the DR inner core. For the RH20

experimental set (Figs. 16a,b), RH20S05 has parcels that start

with a higher initial ue compared to RH20S10. As parcels rotate

cyclonically for both experiments, surface fluxes increase the ue
of most parcels. The increase is particularly noticeable when

parcels are in the inflow corridor right of shear and in the DR

quadrant. RH20S10 has parcels that appear to recover faster,

associated with a larger air–sea disequilibrium (not shown), to a

higher ue in the DR inner core of 339.3K, compared to 336.5K

for RH20S05 (difference of 2.8K). For RH20S10, even parcels

300 km southwest of the center have ue values around 340K.

The RH50 (Figs. 16c,d) and RH80 (Figs. 16e,f) experi-

mental sets show low-ue trajectories associated with down-

draft ventilation quickly recover in the subcloud layer from

surface fluxes. RH50S10 and RH80S10 have increased

ue values of roughly 2.5 and 1 K compared to their S05

counterpart, respectively (Table 2), in the DR inner core

(Figs. 16d,f). This recovery demonstrates that parcels

originating in downdraft ventilation regions that enter the

inner core can have high ue and feed convection downshear.

Although the parcels recover before rising, the experiments

with higher magnitudes of VWS have a smaller percentage

of parcels rising above 5 km (Fig. 15), associated with a

smaller areal extent of strong upward motions (Figs. 5 and

6). The downward transport of low-ue, negative-buoyancy

FIG. 16. As in Fig. 12, but for the average equivalent potential temperature (K). Note that the same trajectories as in Fig. 12 were used here.

MARCH 2021 ALLAND ET AL . 777

Brought to you by U.S. Department Of Commerce, Boulder Labs Library | Unauthenticated | Downloaded 02/24/21 10:32 PM UTC



air from downdraft ventilation regions, along with low-level

radial outflow upshear (Fig. 13), aid in reducing the areal

extent of strong upward motions left of shear and in the

upshear semicircle, thereby reducing the vertical mass flux

in the inner core, and stunting TC development (Fig. 2).

7. Conclusions

This study discussed the modulating effects of downdraft

ventilation on the vertical mass flux in the TC inner core and

TC development. A strong, positive, linear relationship existed

between the low-level vertical mass flux in the inner core and

TC intensity, with a larger vertical mass flux associated with a

stronger intensity. The linear increase in vertical mass flux

with intensity was not due to an increased strength of upward

motions but, instead, was due to an increased areal extent of

strong upward motions (w . 0.5m s21). This relationship

suggests physical processes that could influence the vertical

mass flux, such as downdraft ventilation, influence the in-

tensity of a TC.

The three-dimensional structure of downdraft ventilation

across the moisture–VWS parameter space was diagnosed. No

clear structure existed for the experiments without VWS (S00).

For the experiments with VWS (S05 and S10), downdraft

ventilation occurred within and downstream of convection

associated with rainbands, consistent with previous literature

(Riemer et al. 2010). The azimuthal asymmetry and strength of

downdraft ventilation was found to be associated with the

vertical tilt of the vortex: downdraft ventilation was cycloni-

cally downstream from the vertical tilt direction and its

strength was associated with the magnitude of the vertical tilt.

These results agree with previous literature that associates the

principal rainband location with the vertical tilt (Riemer 2016)

and provides new understanding of the relationship between

the azimuthal asymmetry of downdraft ventilation and the

vertical tilt. The vertical structure of downdraft ventilation

suggests that weaker TCs embedded in drier and higher VWS

environments (and having larger vertical tilts) are generally

associated with stronger downdraft ventilation extending lower

down toward the surface.

This study also utilized trajectories to study the pathways by

which low-ue, negative-buoyancy air associated with downdraft

ventilationwas transported into the inner core at low levels and

its effects on convection for weak TCs. Low-ue parcels associ-

ated with downdraft ventilation trajectories recovered via

surface fluxes in the subcloud layer. The S10 experiments had

ue values that recovered faster and reached a higher magnitude

when approaching the inner core in the DR quadrant compared

to their S05 counterparts. Importantly, this recovery demon-

strates that parcels originating in downdraft ventilation regions

that enter the inner core can have high ue that does not inhibit

convection downshear. Instead, the inhibiting effects were the

downward transport of low-ue, negative-buoyancy air from

downdraft ventilation regions, and the associated low-level

radial outflow upshear, which reduced the areal extent of

strong upward motions left of shear and in the upshear semi-

circle, decreasing the vertical mass flux in the inner core, and

stuntingTCdevelopment. These inhibitive effectswere stronger for

TCs embedded in drier and higher VWS environments. The results

presented in this study complement previous literature that dis-

cusses the spatial structure of downdraft ventilation (Riemer et al.

2010, 2013) and the radial flow structure associated with sheared

TCs (e.g., DeHart et al. 2014), and add to existing knowledge

by demonstrating the connection of downdraft ventilation in

weak TCs with the areal extent of strong upward motions, which

is shown here to be strongly associated with TC intensity.

A conceptual model of how downdraft ventilation modu-

lates TC development is shown in Fig. 17 for a representative

FIG. 17. Conceptual model of downdraft ventilation based on the RH50S10 experiment showing the

average equivalent potential temperature of trajectories initialized in downdraft ventilation regions (K,

colored shading), reflectivity greater than 25 dBZ (gray shading), upward motion greater than 0.5m s21

(magenta dots), parcel movement (black arrows), the inner 75 km (dashed circle), the vertical tilt di-

rection from the surface to 6 km (red arrow), and the VWS direction (blue arrow). The reflectivity and

vertical velocity are time averaged during the bifurcation time period.
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experiment, RH50S10. Trajectories initialized in downdraft

ventilation regions, coinciding with convection (gray shading)

and cyclonically downstream from the vertical tilt direction,

are associated with low-ue air (colored shading). These parcels

are transported cyclonically and radially outward in the

upshear semicircle, due to radial outflow at low levels. One

stream of trajectories, initialized closer to the TC center, is

transported radially inward in the DR quadrant into the inner

core. A second stream of trajectories, initialized farther from

the TC center compared to the first stream, continues to move

radially outward in the UR quadrant. Both streams are asso-

ciated with an increase in ue, due to surface fluxes, as the par-

cels rotate cyclonically. Parcels that enter the inner core in the

DRquadrant and downshear, associated with recovered ue, rise

in strong upward motions (magenta dots).

This study showed a strong, positive, linear relationship

between the low-level vertical mass flux in the inner 75 km and

TC intensity. Future work should examine if this linear rela-

tionship holds in other modeling frameworks and observa-

tional analyses. In addition, a theoretical underpinning behind

the linear relationship is needed, specifically why this linear

relationship exists for a certain radius (i.e., 75 km in this study),

that takes into account internal and environmental parameters

that may be relevant to this relationship.

Downdraft ventilation was the focus of this study, but

what is the three-dimensional structure of radial ventilation?

Additionally, how does radial ventilation affect inner-core

convection? Does dry air get into upward motions to de-

crease the ue and reduce the strength of convection, as

suggested in previous literature (Tang and Emanuel 2010)?

Part II focuses on these questions.
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APPENDIX

Large-Scale Wind Acceleration and Nudging

In these simulations, the governing equations for horizontal

velocity (ui 5 u, y) include a prescribed acceleration term that

is a function of height only: (›ui/›t) 5 ��� 1 Pi(z). Such a term

has been used in small-scale modeling of atmospheric flow for a

long time (e.g., Sommeria 1976) to crudely approximate a

large-scale pressure gradient and to avoid complicated three-

dimensional balanced initial conditions. We use the geostrophic

equation to determine themagnitude of these terms:P1(z)52fyg
and P2(z) 5 fug, where ug(z) and yg(z) are prescribed geo-

strophic velocity profiles. For simplicity, we set ug and yg equal

to the initial wind profiles at t 5 0. As in many other studies

that use this technique (e.g., Moeng 1984; Skamarock et al. 1994;

Davis and Weisman 1994; Nolan and Rappin 2008; Nolan 2011;

Zhang and Tao 2013), a large-scale horizontal temperature gra-

dient that would be needed to satisfy thermal-wind balance is not

included in the simulations. This choice is made for simplicity,

and presumably because the effects of large-scale temperature

variations are negligible on short-duration simulations.

All simulations begin with no mean flow, which facilitates

the development of convection in the TC inner core. After

12 h, mean flow with vertical wind shear is gradually added to

the simulation via nudging terms:

›u

›t
5 � � �2hui2u

r

t
n

, (A1a)

›y

›t
5 � � �2hyi2 y

r

t
n

, (A1b)

where brackets represents a horizontal average (on constant

height levels) over the entire domain that are recomputed

every time step; ur(z,t) and yr(z,t) are reference wind profiles

that the flow is nudged toward; and tn is a relaxation time scale.

The goal of this formulation is to gradually nudge the domain-

average winds to desired profiles. This technique is similar to

the ‘‘time-varying point-downscaling’’ technique of Onderlinde

andNolan (2017), except their approach acts to nudge every wind

profile in the domain independently toward a reference profile,

whereas our method only modifies the domain-average wind

profiles [because the terms on the right side of (A1) are functions

of height only]. An advantage of our method is that it does not

directly add vertical vorticity to the simulation via the nudging

terms. When (A1) is included, the geostrophic wind profiles used

in the Pi terms are modified consistently:

›u
g

›t
52

u
g
2u

r

t
n

, (A2a)

›y
g

›t
52

y
g
2 y

r

t
n

. (A2b)

REFERENCES

Alland, J. J., B. H. Tang, and K. L. Corbosiero, 2017: Effects of

midlevel dry air on development of the axisymmetric tropical

cyclone secondary circulation. J. Atmos. Sci., 74, 1455–1470,

https://doi.org/10.1175/JAS-D-16-0271.1.

——, ——, ——, and G. H. Bryan, 2021: Combined effects of

midlevel dry air and vertical wind shear on tropical cyclone

development. Part II: Radial ventilation. J. Atmos. Sci., 78,

783–796, https://doi.org/10.1175/JAS-D-20-0055.1.

Barnes, G. M., E. J. Zipser, D. Jorgensen, and F. Marks Jr.,

1983: Mesoscale and convective structure of a hurricane

rainband. J. Atmos. Sci., 40, 2125–2137, https://doi.org/10.1175/

1520-0469(1983)040,2125:MACSOA.2.0.CO;2.

MARCH 2021 ALLAND ET AL . 779

Brought to you by U.S. Department Of Commerce, Boulder Labs Library | Unauthenticated | Downloaded 02/24/21 10:32 PM UTC

https://doi.org/10.1175/JAS-D-16-0271.1
https://doi.org/10.1175/JAS-D-20-0055.1
https://doi.org/10.1175/1520-0469(1983)040<2125:MACSOA>2.0.CO;2
https://doi.org/10.1175/1520-0469(1983)040<2125:MACSOA>2.0.CO;2


Bracken, W. E., and L. F. Bosart, 2000: The role of synoptic-scale

flow during tropical cyclogenesis over the North Atlantic

Ocean.Mon. Wea. Rev., 128, 353–376, https://doi.org/10.1175/

1520-0493(2000)128,0353:TROSSF.2.0.CO;2.

Braun, S. A., 2002: A cloud-resolving simulation of Hurricane Bob

(1991): Storm structure and eyewall buoyancy. Mon. Wea.

Rev., 130, 1573–1592, https://doi.org/10.1175/1520-0493(2002)

130,1573:ACRSOH.2.0.CO;2.

——, J. A. Sippel, and D. S. Nolan, 2012: The impact of dry mid-

level air on hurricane intensity in idealized simulations with no

mean flow. J. Atmos. Sci., 69, 236–257, https://doi.org/10.1175/

JAS-D-10-05007.1.

Bryan, G. H., 2012: Effects of surface exchange coefficients and

turbulence length scales on the intensity and structure of nu-

merically simulated hurricanes. Mon. Wea. Rev., 140, 1125–

1143, https://doi.org/10.1175/MWR-D-11-00231.1.

——, and J. M. Fritsch, 2002: A benchmark simulation for moist

nonhydrostatic numericalmodels.Mon.Wea.Rev., 130, 2917–2928,

https://doi.org/10.1175/1520-0493(2002)130,2917:ABSFMN.
2.0.CO;2.

——, and R. Rotunno, 2009: The maximum intensity of tropical cy-

clones in axisymmetric numerical model simulations.Mon. Wea.

Rev., 137, 1770–1789, https://doi.org/10.1175/2008MWR2709.1.

——, and H. Morrison, 2012: Sensitivity of a simulated squall line

to horizontal resolution and parameterization ofmicrophysics.

Mon. Wea. Rev., 140, 202–225, https://doi.org/10.1175/MWR-

D-11-00046.1.

Chen, S. S., J. A. Knaff, and F. D. Marks, 2006: Effects of vertical

wind shear and storm motion on tropical cyclone rainfall

asymmetries deduced from TRMM. Mon. Wea. Rev., 134,

3190–3208, https://doi.org/10.1175/MWR3245.1.

Computational and InformationSystemsLaboratory, 2017:Cheyenne:

HPE/SGI ICE XA System (Climate Simulation Laboratory).

National Center for Atmospheric Research, https://doi.org/

10.5065/D6RX99HX.

Corbosiero, K. L., and J. Molinari, 2002: The effects of vertical

wind shear on the distribution of convection in tropical cyclones.

Mon. Wea. Rev., 130, 2110–2123, https://doi.org/10.1175/1520-

0493(2002)130,2110:TEOVWS.2.0.CO;2.

——,——, A. R. Aiyyer, and M. L. Black, 2006: The structure and

evolution of Hurricane Elena (1985). Part II: Convective

asymmetries and evidence for vortex Rossby waves. Mon. Wea.

Rev., 134, 3073–3091, https://doi.org/10.1175/MWR3250.1.

Cram, T. A., J. Persing, M. T. Montgomery, and S. A. Braun, 2007:

A Lagrangian trajectory view on transport and mixing pro-

cesses between the eye, eyewall, and environment using a

high-resolution simulation of Hurricane Bonnie (1998). J. Atmos.

Sci., 64, 1835–1856, https://doi.org/10.1175/JAS3921.1.

Davis, C. A., and M. L. Weisman, 1994: Balanced dynamics of

mesoscale vortices produced in simulated convective systems.

J. Atmos. Sci., 51, 2005–2030, https://doi.org/10.1175/1520-

0469(1994)051,2005:BDOMVP.2.0.CO;2.

DeHart, J. C., R. A. Houze, and R. F. Rogers, 2014: Quadrant

distribution of tropical cyclone inner-core kinematics in rela-

tion to environmental shear. J. Atmos. Sci., 71, 2713–2732,

https://doi.org/10.1175/JAS-D-13-0298.1.

DeMaria, M., 1996: The effect of vertical shear on tropical cyclone

intensity change. J. Atmos. Sci., 53, 2076–2088, https://doi.org/

10.1175/1520-0469(1996)053,2076:TEOVSO.2.0.CO;2.

——, and J. Kaplan, 1994: A Statistical Hurricane Intensity

Prediction Scheme (SHIPS) for the Atlantic basin. Wea.

Forecasting, 9, 209–220, https://doi.org/10.1175/1520-0434(1994)

009,0209:ASHIPS.2.0.CO;2.

——, M. Mainelli, L. K. Shay, J. A. Knaff, and J. Kaplan, 2005:

Further improvements to the Statistical Hurricane Intensity

Prediction Scheme (SHIPS). Wea. Forecasting, 20, 531–543,

https://doi.org/10.1175/WAF862.1.

Didlake,A.C., andR.A.Houze, 2009:Convective-scale downdrafts in

the principal rainband of Hurricane Katrina (2005). Mon. Wea.

Rev., 137, 3269–3293, https://doi.org/10.1175/2009MWR2827.1.

Donelan, M. A., B. K. Haus, N. Reul, W. J. Plant, M. Stiassnie, H. C.

Graber, O. B. Brown, and E. S. Saltzman, 2004: On the limiting

aerodynamic roughness of theocean in very strongwinds.Geophys.

Res. Lett., 31, L18306, https://doi.org/10.1029/2004GL019460.

Drennan, W. M., J. A. Zhang, J. R. French, C. McCormick, and

P. G. Black, 2007: Turbulent fluxes in the hurricane boundary

layer. Part II: Latent heat flux. J. Atmos. Sci., 64, 1103–1115,

https://doi.org/10.1175/JAS3889.1.

Dunion, J. P., 2011: Rewriting the climatology of the tropical North

Atlantic and Caribbean Sea atmosphere. J. Climate, 24, 893–

908, https://doi.org/10.1175/2010JCLI3496.1.

Fairall, C. W., E. F. Bradley, J. E. Hare, A. A. Grachev, and J. B.

Edson, 2003: Bulk parameterization of air–sea fluxes: Updates

and verification for the COARE algorithm. J. Climate, 16,

571–591, https://doi.org/10.1175/1520-0442(2003)016,0571:

BPOASF.2.0.CO;2.

Finocchio, P. M., and S. J. Majumdar, 2017a: The predictability of

idealized tropical cyclones in environments with time-varying

vertical wind shear. J. Adv. Model. Earth Syst., 9, 2836–2862,

https://doi.org/10.1002/2017MS001168.

——, and——, 2017b:A statistical perspective onwind profiles and

vertical wind shear in tropical cyclone environments of the

Northern Hemisphere. Mon. Wea. Rev., 145, 361–378, https://

doi.org/10.1175/MWR-D-16-0221.1.

——, ——, D. S. Nolan, and M. Iskandarani, 2016: Idealized

tropical cyclone responses to the height and depth of envi-

ronmental vertical wind shear. Mon. Wea. Rev., 144, 2155–

2175, https://doi.org/10.1175/MWR-D-15-0320.1.

Fischer, M. S., B. H. Tang, K. L. Corbosiero, and C. M. Rozoff,

2018: Normalized convective characteristics of tropical cy-

clone rapid intensification events in the North Atlantic and

eastern North Pacific.Mon.Wea. Rev., 146, 1133–1155, https://

doi.org/10.1175/MWR-D-17-0239.1.

Foerster, A. M., andM. M. Bell, 2017: Thermodynamic retrieval in

rapidly rotating vortices from multiple-Doppler radar data.

J. Atmos. Oceanic Technol., 34, 2353–2374, https://doi.org/

10.1175/JTECH-D-17-0073.1.

Frank, W. M., and E. A. Ritchie, 1999: Effects of environmental

flow upon tropical cyclone structure. Mon. Wea. Rev., 127,

2044–2061, https://doi.org/10.1175/1520-0493(1999)127,2044:

EOEFUT.2.0.CO;2.

——, and——, 2001: Effects of vertical wind shear on the intensity

and structure of numerically simulated hurricanes.Mon. Wea.

Rev., 129, 2249–2269, https://doi.org/10.1175/1520-0493(2001)

129,2249:EOVWSO.2.0.CO;2.

Gao, S., S. Zhai, B. Chen, and T. Li, 2017: Water budget and in-

tensity change of tropical cyclones over the western North

Pacific. Mon. Wea. Rev., 145, 3009–3023, https://doi.org/

10.1175/MWR-D-17-0033.1.

Hence, D. A., and R. A. Houze, 2008: Kinematic structure of

convective-scale elements in the rainbands of Hurricanes

Katrina and Rita (2005). J. Geophys. Res., 113, D15108,

https://doi.org/10.1029/2007JD009429.

Hong, S.-Y., Y. Noh, and J. Dudhia, 2006: A new vertical diffusion

package with an explicit treatment of entrainment processes.Mon.

Wea. Rev., 134, 2318–2341, https://doi.org/10.1175/MWR3199.1.

780 JOURNAL OF THE ATMOSPHER IC SC IENCES VOLUME 78

Brought to you by U.S. Department Of Commerce, Boulder Labs Library | Unauthenticated | Downloaded 02/24/21 10:32 PM UTC

https://doi.org/10.1175/1520-0493(2000)128<0353:TROSSF>2.0.CO;2
https://doi.org/10.1175/1520-0493(2000)128<0353:TROSSF>2.0.CO;2
https://doi.org/10.1175/1520-0493(2002)130<1573:ACRSOH>2.0.CO;2
https://doi.org/10.1175/1520-0493(2002)130<1573:ACRSOH>2.0.CO;2
https://doi.org/10.1175/JAS-D-10-05007.1
https://doi.org/10.1175/JAS-D-10-05007.1
https://doi.org/10.1175/MWR-D-11-00231.1
https://doi.org/10.1175/1520-0493(2002)130<2917:ABSFMN>2.0.CO;2
https://doi.org/10.1175/1520-0493(2002)130<2917:ABSFMN>2.0.CO;2
https://doi.org/10.1175/2008MWR2709.1
https://doi.org/10.1175/MWR-D-11-00046.1
https://doi.org/10.1175/MWR-D-11-00046.1
https://doi.org/10.1175/MWR3245.1
https://doi.org/10.5065/D6RX99HX
https://doi.org/10.5065/D6RX99HX
https://doi.org/10.1175/1520-0493(2002)130<2110:TEOVWS>2.0.CO;2
https://doi.org/10.1175/1520-0493(2002)130<2110:TEOVWS>2.0.CO;2
https://doi.org/10.1175/MWR3250.1
https://doi.org/10.1175/JAS3921.1
https://doi.org/10.1175/1520-0469(1994)051<2005:BDOMVP>2.0.CO;2
https://doi.org/10.1175/1520-0469(1994)051<2005:BDOMVP>2.0.CO;2
https://doi.org/10.1175/JAS-D-13-0298.1
https://doi.org/10.1175/1520-0469(1996)053<2076:TEOVSO>2.0.CO;2
https://doi.org/10.1175/1520-0469(1996)053<2076:TEOVSO>2.0.CO;2
https://doi.org/10.1175/1520-0434(1994)009<0209:ASHIPS>2.0.CO;2
https://doi.org/10.1175/1520-0434(1994)009<0209:ASHIPS>2.0.CO;2
https://doi.org/10.1175/WAF862.1
https://doi.org/10.1175/2009MWR2827.1
https://doi.org/10.1029/2004GL019460
https://doi.org/10.1175/JAS3889.1
https://doi.org/10.1175/2010JCLI3496.1
https://doi.org/10.1175/1520-0442(2003)016<0571:BPOASF>2.0.CO;2
https://doi.org/10.1175/1520-0442(2003)016<0571:BPOASF>2.0.CO;2
https://doi.org/10.1002/2017MS001168
https://doi.org/10.1175/MWR-D-16-0221.1
https://doi.org/10.1175/MWR-D-16-0221.1
https://doi.org/10.1175/MWR-D-15-0320.1
https://doi.org/10.1175/MWR-D-17-0239.1
https://doi.org/10.1175/MWR-D-17-0239.1
https://doi.org/10.1175/JTECH-D-17-0073.1
https://doi.org/10.1175/JTECH-D-17-0073.1
https://doi.org/10.1175/1520-0493(1999)127<2044:EOEFUT>2.0.CO;2
https://doi.org/10.1175/1520-0493(1999)127<2044:EOEFUT>2.0.CO;2
https://doi.org/10.1175/1520-0493(2001)129<2249:EOVWSO>2.0.CO;2
https://doi.org/10.1175/1520-0493(2001)129<2249:EOVWSO>2.0.CO;2
https://doi.org/10.1175/MWR-D-17-0033.1
https://doi.org/10.1175/MWR-D-17-0033.1
https://doi.org/10.1029/2007JD009429
https://doi.org/10.1175/MWR3199.1


Iacono, M. J., J. S. Delamere, E. J. Mlawer, M. W. Shephard, S. A.

Clough, and W. D. Collins, 2008: Radiative forcing by long-

lived greenhouse gases: Calculations with the AER radiative

transfermodels. J. Geophys. Res., 113, D13103, https://doi.org/

10.1029/2008JD009944.

Jones, S. C., 1995: The evolution of vortices in vertical shear. I:

Initially barotropic vortices. Quart. J. Roy. Meteor. Soc., 121,

821–851, https://doi.org/10.1002/qj.49712152406.

——, 2000: The evolution of vortices in vertical shear. II: Large-

scale asymmetries. Quart. J. Roy. Meteor. Soc., 126, 3137–

3159, https://doi.org/10.1002/qj.49712657008.
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