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ABSTRACT

The authors establish the effect of urbanization on precipitation in the Pearl River Delta of China with
data from an annual land use map (1988–96) derived from Landsat images and monthly climate data from
16 local meteorological stations. A statistical analysis of the relationship between climate and urban land use
in concentric buffers around the stations indicates that there is a causal relationship from temporal and
spatial patterns of urbanization to temporal and spatial patterns of precipitation during the dry season.
Results suggest an urban precipitation deficit in which urbanization reduces local precipitation. This re-
duction may be caused by changes in surface hydrology that extend beyond the urban heat island effect and
energy-related aerosol emissions.

1. Introduction

Urban land use change has been and will continue to
be one of the biggest human impacts on the terrestrial
environment. At the start of the 1900s, there were only 16
cities with populations over 1 million; by 2000, there
were 417 (UNCHS 2002). Some of these cities were built
in the Pearl River Delta, which is located in southeast
China. Here, cities have grown rapidly due to changes
in the policy and economic environment (Yeh and Li
1997, 1998; Weng 2002; Seto and Kaufmann 2003).

The expansion of these cities follows a particular spa-
tial and temporal form: recent studies show that despite
differences in levels of economic development and local
policies, there are common patterns in the shape, size,
and growth of urban land across urban zones and cities

in the Pearl River Delta region (Seto 2004; Seto and
Fragkias 2005). There is also evidence that discon-
nected urban areas converge toward a pattern of con-
tiguous urban fabric.

Building cities on previously vegetated surfaces mod-
ifies the exchange of heat, water, trace gases, aerosols,
and momentum between the land surface and overlying
atmosphere (Crutzen 2004). In addition, the composi-
tion of the atmosphere over urban areas differs from
undeveloped areas (Pataki et al. 2003). These changes
imply that urbanization can affect local, regional, and
possibly global climate at diurnal, seasonal, and long-
term scales (Zhou et al. 2004; Zhang et al. 2005).

Here we examine the effect of urban expansion on
precipitation in the Pearl River Delta of China with
satellite-derived measures of annual urban extent
(1988–96) and monthly climate data from 16 local me-
teorological stations. Statistical analysis of the relation-
ship among precipitation, temperature, and urban land
use in concentric buffers around meteorological sta-
tions indicates that there is a causal relationship from
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temporal and spatial patterns of urban land use to tem-
poral and spatial patterns of precipitation that may re-
duce rainfall during the dry season. These results con-
stitute the first statistically meaningful empirical evi-
dence for an “urban precipitation deficit.” This effect
may be generated by changes in surface hydrology that
reduce the flow of water from the land to the atmo-
sphere. Because 60% of the world’s population may
live in urban areas by 2030 (UN 2002), urbanization
may exacerbate climatic alterations associated with
changes in radiative forcing.

2. Urban growth and its impacts on local climate

Research over the last two decades has generated
significant understanding of the relationship between
urban areas and climate. Many of these studies have
been extensively reviewed in the literature (Souch and
Grimmond 2006; Kanda 2006; Shepherd 2005; Voogt
and Oke 2003). Here we summarize a few key findings
relevant to our study.

There is now a coherent understanding of urban sur-
face energy balance dynamics, with a well-established
urban heat island effect that appears stronger during
the night than the day (Lo et al. 1997; Banta et al. 1998).
This effect is thought to be generated by the interaction
among building geometry, land use, and urban materi-
als (Oke 1976; Wang et al. 1990; Arnfield 2003).

Numerous studies evaluate the relationship between
urban areas and precipitation (Shepherd 2005). These
studies are based on static comparisons between met-
ropolitan regions and their rural surroundings. They
have generated a general consensus that urbanization
affects precipitation, but the mechanism(s) by which
urbanization affects precipitation is poorly understood
(Lowry 1998). Mechanisms discussed include 1) en-
hanced convergence due to increased surface roughness
in the urban environment (Thielen et al. 2000), 2) de-
stabilization due to urban heat island (UHI)-thermal
perturbation of the boundary layer and the result-
ing downstream translation of the UHI circulation or
UHI-generated convective clouds (Shepard et al. 2002),
3) enhanced aerosols in the urban environment for
cloud condensation nuclei sources (Molders and Olson
2004), or 4) bifurcating or diverting precipitating
systems by the urban canopy or related processes
(Bornstein and Lin 2000). Others have hypothesized
that urban areas serve as moisture sources needed for
convective development (Dixon and Mote 2003).

Even less understood is the relationship between ur-
ban growth—or land conversion—and local climate.
While numerous studies focus on urban climate, few
examine urban growth explicitly (Tereshchenko and
Filonov 2001; Deosthali 2000; Ji et al. 2006).

3. Data and methodology

The study area is defined by one Landsat Thematic
Mapper (TM) scene (26 000 km2) of the Pearl River
(Zhujiang) Delta, which is located in the southern Chi-
nese province of Guangdong, between 21° and 23°N
(Fig. 1). This area has a dry season during a temperate
winter and a rainy season (May through September)
during a long summer.

Estimates for urban growth are extracted from Landsat
TM images for each of 9 yr, 1988 to 1996. The month in
which the image is acquired varies by year, but all are
acquired during the dry season between October and
March. From these images, we generate annual maps
(30 m � 30 m resolution) for urban areas (Seto et al.
2002; Kaufmann and Seto 2001). Temperature and pre-
cipitation data are obtained from 16 meteorological sta-
tions that lie within the image (Fig. 1). Monthly data for
daily average temperature and total precipitation are
compiled for winter (December–February), spring
(March–May), summer (June–August), and autumn
(September–November).

Around each station, we establish three concentric
buffers that have a radius of 3, 10, and 20 km. For each
of 48 buffers (3 sizes � 16 stations), we calculate the
fraction of total area that is urban (Frac) for each year
(1988–96). To determine whether the pattern of urban-
ization affects precipitation, we also calculate two spa-
tial metrics for urbanization (McGarigal and Marks
1995). Urban edge density (ED) measures the total
edge of urban areas relative to the total landscape and
is calculated as follows:

ED �
E

A
�10000�, �1�

in which E is the total length (m) of edge in the buffer
and A is the total buffer area (m2). The ratio is multi-
plied by 10 000 to convert square meters to hectares.

The landscape shape index (LSI) provides a stan-
dardized measure of perimeter length of all patches of
a given land cover type. The landscape shape index is
calculated as follows:

LSI �
E

minE
, �2�

in which E is the total length of edge in landscape in
terms of number of cell surfaces and includes all land-
scape boundary and background edge segments, and
min E is the minimum total length of edge in landscape
in terms of number of cell surfaces.

To determine whether urbanization affects precipita-
tion, we use the notion of Granger causality (Granger
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1969, 1980). Although Granger causality does not imply
a physical causal relationship, the methodology is used
to investigate physical systems, including the relation-
ship between surface features and local climate (Kauf-
mann et al. 2003; Mosedale et al. 2006). A causal rela-
tionship from the urbanization variable to precipitation
is estimated from Eq. (3):

Ps,i,t � � � �1Yeart � �2Urbans,i,t�1 � �3Ts�1,i,t

� �4Ps�1,i,t � �5� 1
N � 1 �

k�1,k � i

N

Ts,i,t�
� �6� 1

N � 1 �
k�1,k � i

N

Ps,i,t�, �3�

in which P is observed precipitation during season s for
station i at time t, Year is the year in which the image
is acquired, Urban is either the fraction urban (Frac) or
one of the spatial metrics for urbanization (e.g., ED or
LSI), and T is temperature. Temperature is included to
represent any cotemporaneous correlation between
temperature (the urban heat island effect or other
change) and precipitation. Current values of tempera-
ture and precipitation at the other 15 meteorological
stations are included to represent conditions at a re-
gional scale. If the region is warming or drying due to
changes other than local urbanization, including re-
gional averages will reduce the likelihood that the sta-
tistical methodology will mistakenly attribute them to
local urbanization. From a statistical perspective, their

FIG. 1. The 16 meteorological stations and the 10-km buffers. Urban areas are shown in magenta. Meteorological
stations (1) Fogang, (2) Sanshui, (3) Qingyuan, (4) Huadu, (5) Conghua, (6) Guangzhou, (7) Nanhai, (8) Dongguan,
(9) Longmen, (10) Zengcheng, (11) Boluo, (12) Heshan, (13) Xinhui, (14) Shunde, (15) Zongshan, and (16) Shenzhen.
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inclusion reduces any cross correlation of the regression
errors due to large-scale events, and this will increase
the efficiency of the estimation.

Equation (1) can be specified and estimated using a
variety of assumptions about variations in the intercept
(�) and slopes (	i) among the 16 stations. Specifically,
Eq. (3) can assume that (a) the intercept and slopes are
the same across all 16 stations; (b) the intercept varies
across the 16 stations, but the slopes are the same; and
(c) the intercept and slopes vary across stations. Each
assumption requires a different estimation technique. If
the intercept and slopes are the same across stations,
Eq. (3) is estimated using ordinary least squares. If the
intercept varies across the 16 stations, but the slopes are
the same, Eq. (3) is estimated using either a fixed or
random effect estimator. If the intercept and slopes
vary across stations, Eq. (3) is estimated using a random
coefficient model, which assumes that coefficients for
individual stations vary randomly around a constant
mean.

There is no a priori justification for choosing an as-
sumption about spatial variations in the regression co-
efficients; therefore, we chose among specifications and
estimation techniques using test statistics (Mundlak
1978; Hsiao 1986). In summary, we start with the least
restrictive assumption, the slope and/or intercepts vary
among stations (random coefficient model) and test
whether restrictions that equalize the intercept and
slopes across stations increase the residual sum of
squares in a statistically meaningful fashion. If they do,
the less restrictive assumption is used to estimate Eq.
(3). The number of lags, one, is the maximum value that
allows us to perform these tests on the nine observa-
tions per station. A value of one lag implies that the
version of Eq. (3) used to estimate summer precipita-
tion specifies springtime values for temperature and
precipitation.

Granger causality from the urbanization variable to
precipitation is indicated by the statistical significance
of 	2 in Eq. (3). Rejecting the null hypothesis 	2 � 0
indicates that the lagged value of the urbanization vari-
able has information about the current value of precipi-
tation beyond that contained in the lagged values of
precipitation, temperature, time, and average values for
current temperature and precipitation in the other 15
stations. This would provide statistical evidence that
the urbanization variable “Granger causes” precipita-
tion.

We extend the analysis of Granger causality by test-
ing whether Eq. (3) (unrestricted model) generates a
more accurate out-of-sample forecast than a restricted
version of Eq. (3) (restricted model), in which the

lagged value of the urbanization variable is eliminated
by imposing 	2 � 0 (Granger and Huang 1997):

Ps,i,t � � � �1Yeart � �3Ts�1,i,t � �4Ps�1,i,t

� �5� 1
N � 1 �

k�1,k � i

N

Ts,k,t�
� �6� 1

N � 1 �
k�1,k � i

N

Ps,k,t�. �4�

The out-of-sample forecast generated from Eqs. (3)
and (4) can be calculated using two methods. One
method eliminates observations for a single year from
the sample data, estimates Eqs. (3) and (4), and uses
those equations to generate an out-of-sample forecast
for the year omitted from the sample. This process is
repeated for all years for which lagged values are avail-
able. The other method eliminates the nine observa-
tions from a single station from the sample, estimates
Eqs. (3) and (4) from the observations for the remain-
ing 15 stations, and uses these equations to generate an
out-of-sample forecast for the nine observations for the
station that is excluded from the sample. This process is
repeated for each of the 16 stations.

Of these two methods, we generate the out-of-
sample forecast by eliminating a single station from the
sample and repeating this process 16 times so that we
have an out-of-sample forecast for every year and sta-
tion. This generates 144 observations. Fewer observa-
tions would be available using the alternative method
because the lagged values in Eqs. (3) and (4) would
prevent us from estimating those equations for the year
excluded from the sample and the year that follows.

Furthermore, generating the out-of-sample forecast
by eliminating observations from a single meteorologi-
cal station increases the power of analysis (Granger and
Huang 1997). Granger and Huang (1997) argue that
generating the out-of-sample forecast by excluding in-
dividuals is a more powerful method of testing Granger
causality than generating an out-of-sample forecast by
excluding observations across individuals for a given
period. They warn that this power is lost if the test
statistic used to compare forecasts is affected by errors
that covary or are heteroscedastic.

To avoid the effects of covariance and/or heterosce-
dasticity, we evaluate the out-of-sample forecasts gen-
erated by Eqs. (3) and (4) using two parametric tests,
the sign test and the signed rank test (Lehmann 1975).
To calculate these test statistics, we use the following
loss function:

dt � �Ps,i,t � P̂s,i,t,U�2 � �Ps,i,t � P̂s,i,t,R�2, �5�
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in which Ps,i,t is the observed value for precipitation
during season s for station i at time t, P̂s,i,t,U is the out-
of-sample forecast for precipitation generated by the
unrestricted model [Eq. (3)], and P̂s,i,t,R is the out-of-
sample forecast generated by the restricted model [Eq.
(4)]. Values of d are used to calculate the S2a [Eq. (6)]
and S3a [Eq. (7)] statistics (Lehmann 1975) as follows:

S2a �

�
t�1

N

I��dt� � 0.5N


0.25N
�6�

S3a �

�
t�1

N

I��dt�rank��dt�� �
N�N � 1�

4

�N�N � 1��2N � 1�

24

, �7�

I��dt� � 1 if dt � 0 � 0 otherwise

in which N is the number of observations (9 � 16 �
144).

The S2a and S3a statistics test the null hypothesis that
the accuracy of the out-of-sample forecasts is equal
(i.e., d � 0). A negative value for the S2a or S3a statistic
that exceeds the p � 0.05 threshold (�1.96) indicates
that eliminating the urbanization variable from Eq. (3)
reduces the accuracy of the out-of-sample forecast gen-
erated by Eq. (4). Such a result would imply that lagged
values of urbanization have information about current
values of precipitation that extends beyond the other
variables in Eq. (3). Under these conditions, we would
conclude that urbanization Granger causes precipita-
tion (Granger and Huang 1997).

4. Results and discussion

Restrictions that equalize the slopes and/or intercept
among meteorological stations generally are not re-
jected. The slopes and intercept are the same among
stations for 22 equations, and these equations are esti-
mated using ordinary least squares (Table 1). The ran-
dom effects estimator is used to estimate six equations,
for which the intercept varies among stations and the
slopes are the same. Finally, test statistics reject restric-
tions that equalize the slopes or intercept for eight
equations; therefore, these equations are estimated us-
ing the random coefficient model.

The presence/absence of a causal relationship from
urbanization to precipitation varies by season and
buffer size (Table 1). Results reject the null hypotheses
that 	2 � 0 and that the S2a and S3a statistics equal zero
for winter. For spring and fall, results generally reject
	2 � 0 but fail to reject the null hypothesis that the S2a
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and S3a statistics are zero. For summer, results fail to
reject the null hypothesis 	2 � 0 (except for two cases)
and always fail to reject the null hypothesis that the S2a

and S3a statistics are zero. These results indicate that
urbanization Granger causes precipitation during win-
ter, with suggestions of a weaker effect during spring
and fall.

For all seasons, results for the 3-km buffer are less
likely to reject the null hypotheses 	2 � 0 and/or that
the S2a or S3a statistic equals zero. Results for the 10-
and 20-km buffers reject the null hypotheses 	2 � 0
and/or that the S2a and S3a statistics equal zero for win-
ter, spring, and fall. Results do not differ between the
10- and 20-km buffers. Nor do the results differ among
the measures of urbanization metrics. These results
suggest that the effect of urbanization on precipitation
is generated at scales of hundreds of square kilometers
(the 3-km buffers are less than 30 km2, and the 10-km
buffers are more than 300 km2). Furthermore, this ef-
fect is not generated solely by the pattern of urbaniza-
tion; the causal relationship appears when Frac is used
as the urbanization variable.

For seasons and buffer sizes that show a causal rela-
tionship between urbanization and precipitation, 	2

generally is negative. This would seem to imply that
increasing urbanization reduces precipitation. But this
result has to be interpreted with care. Equation (3) is a
reduced form of a structural equation from a system of
three equations, which is given by (we omit the current
temperature and precipitation variables for the other
stations to save space)

Ps,i,t � �10 � �12Yeart � �13Urbans,i,t � �14Ts,i,t

� �11Ps�1,i,t � �12Urbans�1,i,t � �13Ts�1,i,t

� �1s,i,t , �8�

Ts,i,t � �20 � �22Yeart � �23Urbant � �24Ps,i,t

� �21Ps�1,i,t � �22Urbans�1,i,t � �23Ts�1,i,t

� �2s,i,t , �9�

and

Urbans,i,t � �30 � 	32Yeart � �33Ps,i,t � �34Ts,i,t

� �31Ps�1,i,t � �32Urbans,�1,i,t

� �33Ts�1,i,t � �3s,i,t ; �10�

in which the null hypothesis 	2 � 0 in Eq. (3) is an
indirect test of �13 � 0 in Eq. (8). Recovering the value
of �13 from the regression coefficients estimated for Eq.
(3) requires identifying restrictions. Due to feedback
effects of urbanization on temperature (�23 � 0), which

measures the urban heat island effect, and a contem-
poraneous relationship between temperature and pre-
cipitation (�14 � 0 and �24 � 0), we cannot identify the
system and therefore cannot recover the value of �13.

Instead, we explore the nature (positive or negative)
of the relationship between urbanization and precipita-
tion by estimating the following equation:

Ps,i,t � 
0 � 
1Year � 
2Urbans,i,t � 
3Ts,i,t

� 
4� 1
N � 1 �

k�1,k � i

N

Ts,k,t�
� 
5� 1

N � 1 �
k�1,k � i

N

Ps,k,t� �11�

and use the sign on 2 to proxy the sign of the effect of
urbanization on precipitation (�13). As indicated in
Table 2, the sign of 2 is consistent with the negative
value of 	2 that is estimated from Eq. (3). This too
suggests that urbanization reduces local precipitation.

The seasonal nature of the causal relationship be-
tween urbanization and precipitation indicates that the
results are not a statistical artifact and suggests several
possible mechanisms for an urban precipitation deficit.
There is no causal relationship between urbanization
and precipitation during the summer. Summer coin-
cides with the rainy season, when the East Asian mon-
soon has a dominant effect at spatial scales far beyond
urban areas. As such, the magnitude of this effect may
overwhelm local urban impacts.

During the dry season, cold fronts from northern
China bring some rainfall but with a much smaller mag-
nitude and thus local urban effects may be more visible.
This may explain why the UHI is most visible in winter
(Zhou et al. 2004). The causal relationship indicates
that the level of urbanization within the 10- and 20-km
buffers influences local synoptic events.

TABLE 2. The value of 2 in Eq. (11). Coefficients are statisti-
cally significantly different from zero at **1%, *5%, and �10%
levels. Equation (11) is estimated using ordinary least squares ($),
random effects (#), or the random coefficient model (†).

Winter Spring Summer Fall

Frac03 �2.66*$ �20.35† �2.73† �23.84†

ED03 �0.01$ 0.02† 1.48E-2† 1.00E-03†

LSI03 �0.02*$ �2.81E-4† �0.07*† �0.02*†

Frac10 �2.44$ �34.94† 27.19† �11.84†

ED10 �0.37$ �1.00**† �0.04† 0.46*†

LSI10 �1.97�$ �29.03*† 5.46† �11.83*†

Frac20 �3.34$ �4.72† �79.04† �34.56*†

ED20 �2.36�$ �2.92† �1.18† �10.14*†

LSI20 �2.68�$ �2.50† 0.51† �10.13*†

2304 J O U R N A L O F C L I M A T E VOLUME 20



Within buffers, urbanization may reduce precipita-
tion by changing surface properties, such as vegetation
cover, roughness, and albedo, energy flows, and/or wa-
ter flows in ways that reduce water supplies to the local
atmosphere. Structures associated with urban areas
may change surface hydrology in ways that accelerate
runoff via storm water management, which would re-
duce surface storage and ultimately the water that is
available for evaporation. This effect may be exacer-
bated by a reduction in vegetative cover, which would
slow the transfer of water from the soil to the atmo-
sphere via evapotranspiration. This notion is supported
by empirical analyses that indicate urbanization re-
duces the fraction of net radiation that is used for
evaporative processes (Carlson and Arthur 2000;
Arthur-Hartranft et al. 2003).

Our results also are consistent with previous studies
that show a tight coupling between air pollution and
precipitation (Cerveny and Balling 1998). The reduc-
tion in precipitation may be amplified by increased
emissions of air pollutants. A significant increase in
aerosol concentrations could increase cloud condensa-
tion nuclei and thereby reduce precipitation (Rosenfeld
2000; Crutzen 2004). However, other studies indicate
that the net effect of aerosols is to cool the climate
system (Kaufman et al. 2002), suggesting that the heat
island effect could be partially offset by the cooling
caused by aerosols (Chen et al. 2006).

These negative effects on precipitation may be larger
than urbanization’s other effects, which could boost
precipitation by increasing surface roughness and/or
convection. Increased convection associated with the
urban heat island effect probably does not generate the
causal effect of urbanization on precipitation that is
estimated from Eq. (3). Because this equation includes
temperature, eliminating the urbanization variable
from Eq. (3) does not eliminate the effect of urbaniza-
tion on convection via the urban heat island effect. The
potential for conflicting effects implies that the rela-
tionship between urbanization and precipitation may
vary by location.

The Pearl River Delta has one of the highest rates of
urbanization in the world: during the 9-yr period, urban
areas increased 300% (Seto et al. 2000). Although these
high rates may make the effect easier to detect, the
effect of urbanization on precipitation probably is not
restricted to the Pearl River Delta of China. Large ar-
eas of the United States have been paved or “built up”
such that they are now considered “impervious surface
areas.” This implies that anthropogenic changes in land
use could have significant effects on local precipitation
throughout the world.
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